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Abstract

In this work, we provide a dynamic channel selection algorithm together with a utility-base
power control scheme for a multi-channel wireless network. The utility function quantifies
the level of satisfaction a user gets from using the system resources. Each player in the
game maximizes function of net utility in a distributed system. Since users act selfishly, the
equilibrium point is not necessarily the best operating point from a social point of view. Pricing
of services in wireless networks emerges as an effective tool for radio resource management
because of its ability to guide user behavior toward a more efficient operating point. However,
in 802.11 wireless network system, it is 2 multi-channel system. Therefore, not only contral
power by a net utility function, we also design a dynamic channel selection algorithm to reduce
co-channel interference so as to improve average SNR, average net-utility, and connection

rate.

Keywords: Dynamic channel selection, Dynamic power control, OFDM


gss006
文字方塊


L]

[. INTRODUCTION

The channel models of a wireless network can be categorized as single-channel and multi-
channel. In the single-channel case, all mobile hosts operate on the single common channel
for communication. In multi-channel model, the overall bandwidth is divided into a set of
channels, and every host can operate on cne or some of these channels for communication.
Bandwidth is rare and valuable for wireless networks, therefore, it is important to increase
channels utilization. In a wireless network, the most important factor that dictates channels
utilization is contention/collision. One common problem with single channel is that the
network performance will degrade quickly as the number of mobile hosts increases, due to
high contention/collision. Using multiple channels has several advantages, for example, the
total throughput may be increased and the collision probability may be reduced immediately.
Therefore, it is important to design a dynamic channel algorithm to reduce contention/collision
and increase channels utilization and throughput. However, it is a challenge, too. Many dy-
namic channel allocation algorithms have been proposed in wireless communication networks
and cellular mobile networks. For example an adaptive channel assignment algorithm for
cellular mobile systems has been proposed in [18], and a channel assignment algorithm for
time-varying demand systems has been developed in [19].

In a wireless system, a common and important method to increase users and decrease con-
tention/collision is to control power of all users. It is well known that minimizing interference
using power contro! increase capacity [29]-[31]7and also extends battery life. Recently, several
alternative approaches to the power control problem in wireless systems based on the economic
model have been proposed in [27], [28]. With this economic model, service preference for
each user is represented by a utility function[27]. As the name implies, the utility function
quantifies the level of satisfaction with which a user can get from using the system resources.
Game-theoretic methods are applied to study power control under this new model {27], [28].

However, these game-theoretic methods are proposed for a single-channel system.



In this work, we shall design a dynamic channel selection algorithm to reduce co-channel
interference and extend the power control utility-based power control (UBPC) to increase
signal to interference-and-noise ratio (SINR) to all STAs in a multi-channel system, such as
an OFDM system as defined in the standard IEEE 802.11h. In a standard WLAN as defined
in the standard IEEE 802.11, if two co-located Basic Service Sets (BSSs) operate at the same
channel, which are referred to as overlapping BSSs, it is not easy to support Quality-of-
Service (QoS) due to the possible contentions among overlapping BSSs. However, by having
the dynamic channel selection been implemented, an Access Point (AP) can determine the
best channel to work at, and initiate the switch of all the stations (STAs) associated with its
BSS to the newly selected channel. Another goal of our dynamic channel selection algerithm
is to supply every station as fair as possible, i.e., giving the most poorly treated station (i.e.,
the station who receives the lowest SNR) the largest possible SNR. After designing a dynamic
channel algorithm to reduce co-channel interference and increase channels utilization, we shail
construct a power control algorithm based on a utility function to represent service preference
for each user. The utility function quantifies the level of satisfaction a user can gets from
using the system resources. Each player in the game maximizes some function of utility in a
distributed system. Since users act selfishly, the equilibrium point is not necessarily the best
operating point from a social point of view. Pricing the system resources appears to be a
powerful tool for achieving a more socially desirable result. Pricing of services in wireless
networks emerges as an effective tool for radio resource management because of its ability
to guide user behavior toward a more efficient operating point.

The repoﬁ is organized as follows: In Section I1, we explain a multi-channe! system
model, and problem formulation of th_is work. Then we apply utility-based power control to
this system model. In Section ITI, we present our dynamic channel selection algorithm, which
is based on the max-min fairness concept. And applying power control game and dynamic

channel selection to run our simulation is presented in Section V. Then, we summarize our
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conclusions and future work in Section VI.

II. SYSTEM MODELING AND PROBLEM FORMULATION
A. Signal Model

In this subsection, we derive an equivalent discrete-time baseband signal model of the
OFDM system. In an OFDM system with N subcarriers, S, (k) denotes the frequency-domain
signal before the modulator and is transmitted via the k-th subcarrier in the n-th symbol
interval. The time-domain samples of the n-th OFDM symbol s, (m) are produced by IDFT
as follows[32]

N=-1

1 —_— )
s.lk) = Suimle™ % | k=0,..,N-1 1
(k) ﬁmg (mye™ 7= . 8

Suppose the interval of an OFDM symbol without the guard interval is defined as 7, then

the sampling time can be defined as 7, = T/N. The cyclic prefix is adopted as the guard
interval, which is inserted in front of the /V time-domain samples of a symbol to prevent the
ISI and to maintain the orthogonality among subcarriers. The time-domain samples with the

guard interval, denoted as s2(k), in a total n-th OFDM symbel can be expressed as
sik)=s.k+N-Gn, D<E<SN+G-1 (2)

where G denotes the number of samples in the guard interval, and (1) denotes the remainder
of n divided by WV, i.e., (n mod N). The guard interval is chosen to be larger than the multipath
delay spread L of the channel, so the ISI can be eliminated.

As this waveform is transmitted over the multipath channel, the received sampling data

y?(k) at the k-th instant of the n-th OFDM symbol can be expressed as

k L
yi(k) = Z sa(k = DAk )+ Z s (k—{4+ N+ GGk D +uik) 3)

=0 I=k+1

where L denotes the maximum delay spread, v2(k) represents the ambient channel noise, and

h2(k,{) denotes the equivalent discrete time channel response at position ! and instant k. At



the receiver end, the samples in guard interval are first removed to obtain the signal

yn(k) =

Wk+G), 0<k<N—1
L

> salk = Dwha(k, 1) + va(k)

{=0

The above signal is then fed into the DFT demodulator to obtain the following signal

Yo(m)

Jimmk

1 N-—-1
= —=> ya(k)e™ ¥
VN

For further analysis, it is assumed that the multipath channel model is fixed within one symbol

time interval, ie., An(k, ()

AjZﬂ'm(lc—l) A
€ Ry , we have

Sn(k — Z)N

Then it follows that

Ya(m) =

N-1 N1
RS < (
\/Z\? d=0 k=0

where

and

= hy(l). Note that due to the periodic property e~

Su(d) Y (e 4

jerm(k—1

N =

N-1
1 2rd{k—1)
= LN s
VN d=0
1 vl 52 gk 4
= —=) S.de
\/N d=0

L .,
Sulk — Dackin (D) + v,,(k)} e~ ZF

il j —-)d j2mm
S (d) R (e EFE + V(i)
d=0
L

Valm)
i=0

e ;Zﬂ'm—l d)k) Hn(d) + Vn(m)
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N-1

with the identification £, ({) =0for L-1<I<N-1. As> ., €

we then have

Yo (m) = VNS(m)Ha(m) + Vi(m)

With the Parseval identity, we obtain

S Vi = 3 okl

-2 NS(m—d),

The mean energy contained in demodulated signal for the n-th symbol is then calculated as

N=-1
E, = Y E{lvu(m)}
m=0

N-1

S E{|\/Nsﬂ(m)Hn(m) + Vn(m)r}

m=_
N-1

— NS E{ISu ) E{Hum) ) + 3 E (k)

= NY E{ISum)fF} E{|H(m)} + No?

m=0

Let R, be the average power of the received demodulated signal within the n-th symbol, i.¢.,

R, = E./N. By the assumption that S,,(m) is stationary within a symbol time interval with

the signal power level F {|Sn(m)|2} = a%ﬁn £ p. it follows that

N-1
Ry, = o%,) E{|H.(m)|’} + 0!
m=0

= P.G,+ Ug

where G, is the average channel power gain defined as

Gn= ZE {‘hn(l)lz}
=0

B. Interference Model

4)

In this subsection, we shall derive a model for representing the co-channel interference in

the OFDM system.




Lemma 1. Assume that

N-1
]_ . qrmk
w(k) = —=> X(m)}e"n , k=0, N-1,
N m=0
1 N-—1 N
ylk)y = ZY(m)e v, k=0, N—-1,

and E { X(m)]z} =K {|Y(m)|2} = ¢*. Now define a new signal z({k) by combining some

parts of z(k) and y{k) as

z(k — 1), 0<k<N=-1~-71
z(k) =

Yyk—-N+7), N—7<k<N-1
for some positive integer 7 with 0 < 7 < N — 1 and let Z(m) be the DFT of z{k). Then we

have
() E {[y(t)} = E{|Y(m)]*} = &*

G B {05 120} = Ne?
Proof: By the IDFT of Y(m), it follows that

N-1 N-1

o - 25 8 v

m=0 m’:[)
and thus

N-1 N—1 S
Bl = =3 3 E{Y(my )}

m=0n'=0

N-1 N—1

= S Z Z o(in — m’)azeﬂ_ﬂn:‘;—w

i
m=0m'=0

as {Y(m)}f:i;é is an independent sequence. Therefore, we can obtain

N-1

2} = %Z:OJZ =0 = E{IY(m)]z}

Similarly, we can also get E {|z(k)|*} = E {|{X(m)|*} = 0%. By the Parseval identity, we

E {ly(k)

have

N—-1
2
PNEG]
k=0
N—1-1 N-1

= 3 ekl + >0 o
k=0

k=N—7

3 (Zim)?
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and thus

N-1
E {Z Z(m)ﬁ} = No*

m=0

A co-channel OFDM interference source signal in the time domain is expressed by

” Slk+T+N -Gy, for0<k<N+G-7-1
Sﬂ

(k) =
Gar1lk —2G+7)y, frN+G-7<k<N-=-G-1

which is to be sent during the n-th symbol time interval of the target receiver. The corre-
sponding frequency-domian interference is denoted by S'n(m), which is obtained by passing
5,(k) through the IDFT modulator. Let {En(l)}[io be the corresponding channel impulse
response from the interference source to the the target receiver. Assume that the time offset

between the target receiver and the interference OFDM source is denoted by 7. Then the

received interference signal can be expressed as

L
ga(k) = > 8k — Onha(l), for0 <k < N+G—7~1 5
=0
and
k! _ L _
gk = (K Db+ D SEF —HN+G)vha(l), for N+G—7 <k < N+G-1
=0 {=k'+1

(6)
where &' = £ — (N + G — 7). After the operation of removing the guard interval performed
by the target receiver, the effective interference is

I (k) =Gk +G), for0<k<N -1
and the interference signal after the DFT demodulation is given by

N-1
-~ ]_ j2mrmk
Ya(m)= —= ) Gnlk)e ™7
VN ; "
The mean energy contained £, in the demodulated interference signal for the ri-th symbol
time interval of the target receiver is defined as

N-1 .
E,= E{Z ?n(m) }

m=0




Let 22, be the average power of the demodulated interference signal within the n-th symbol,
ie., R, = F,/N.

Lemma 2: Assume that the frequency-domain interference is stationary within a control
interval which is several symbol time intervals and let

|

S‘n(m)

2
— 52 LD
}_JS,H_P"I

and

Pn = {4l

if the n-th and (n + 1)th symbols are located in the same control interval. Then we have
R, = PG, ™

where (,, is the average power gain of the channel from the interference source to the target

)

receiver and is defined as

G —ZE{

Proof: First, by the Parseval identity, we have

i 9 N
> |fatm)| = Zlyn(k)l
m=0
N+G’r 1 N+C-1
= > WP+ Y E®Er
k=G k=N+G—r

and, from (8) and Lemma 1,

N+G—~T—1 N+G—7-1 L L N
E{ > |z7:;(k)12} = E{ Z Z; k=) w32k — ig)wh <zl)h;uz)}
k=G 1}=0!,=0

N L
= Y SN Bk - Lk — b B {hu)h )

k=G 11=01,=0
N+G—7-1 L _ 5
- ZE{|59 —z)NF}E{ hn(l)l }
k=G

{=
= (N -1 5?;,nGn | (8)
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where we have used the facts
E{&k - L)wE (k- t)w}
E{|5 (k —11); | }‘5(51 — o)

:E{

and the stationarity of ?’n(m). On the other hand, from (6) and Lemma 1, we have

N+G-1 .
E{ > 4'§£(k)2}
k

ffn(m)z} 51y — 1)

=N+G-T1
N+-G-1 k—(N+G—7)k—(N+CG—
= £ Z Z Z n+1(k—(N+G—T) —l)w
k=N+G—-1 ;=0 la=0
X3k = (N + G = 7) = L) wha(i)Fr() }
N+G-1 L L

~ES Y > 2. EkET =)y

k=N4G—1 1 =k—(N+G—7)+1 lo=k—(N+G—1)+1
1
+ 0y S E{]sg(ﬂc—z)NF}E{

NeG—1 k—(N+G—7)

- ¥ Z E{ggﬂ(k—z)Nf}E{*n

k=N+G-1 =D

N+G-1 L

<32 (k = 7 = )whe(1)Fa ()}
- 2
Pl }
k=N—G—7 l=k—(N+G—7)+1

ﬁn(z)f} i, ZL: E{ ;

i=k=(N+G—T)+1

k—(N+G-r)

=2
= TO0sn+1 E E{

=0
y

o~ L -~
= P> E { (D)
I.':
.G
Then, combining (8) and (9), the result in (7) is concluded. [ |

k

®)

i
’“Ua

C. System Model and Assumption

We consider the IEEE 802.11h standard that there are nineteen 20 MHz channels between
S GHz and 6 GHz allowed in Europe. Consequently, we consider the set of channels K =
{L,...,k} with k = 19. Consider in an environment such as office building, there is a 802.11

WLAN consisting of a set of n infrastructure BSSs, denoted as NV = {1,...,n}. And we



assume that the i-th BSS (1 € V) has a unique AF, as a decision maker of the DCS and m(%)
stations denoted by M,={ST A; 1, ST A3, ...,STA;m}, as shown as figure 1. Denote 2 as
the set containing ail AF,. Let [ be the set containing all STAs, ie.. ' = MUM,U---UM,,.
In the 802.11 WLAN system, we assume that there isn’t any centralized decision maker of
the DCS among all BSSs, that is to say, AF, is the unique decision maker of the DCS for
the ¢-th BSS. In order to aveid co-channel interference and support good Quality-of-Service
(QoS), each AP; must independently select the best channel to work at. Because inter-access
point communications are not standardized, mobility of station between access points supplied
by different vendors is not guaranteed, therefore, we assume any station can’t take hand-off

hetween different BSSs.

D. Channel Mode!

The indoer communication channel can be seen as a time varying power gain G,, made up
by the long-term fading fiong(k) and the short-term fading fonore(K), i.8.,Gr = fiong (n) -+

fonars () . The long-term fading fi..o(n) takes into account the path loss
fiong(n) = C — 10n,log,, (D) 10

where C is a constant, D the distance between the access point and the mobile station, and n,
the path loss exponent. The short-term fading fip.: (1) is used to describe the fast fading over
the mobile radio channel, where the signal strength is rapidly varied due to rapid scattering
around a moving mobile and typically follows Rayleigh distribution in signal envelop. In this

paper, the short-term fading is simulated by the well-known Jakes” models [?].

[1I. DYNAMIC CHANNEL SELECTION ALGORITHM

Besides providing SNR to all stations as high as possible, another goal of our dynamic
channel selection algorithm is to supply every station as fair as possible. Because the SNR

of all stations in all channels are different, so it is impossible to provide a DCS algorithm
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that supplies every station the same SNR. That is to say, it is impossible to provide a DCS
algorithm that satisfies SNR of every station fairly indeed. Even though we can’t provide a
DCS algorithm that satisfy SNR of every station fairly indeed, but we can gives the most
poorly treated station (i.e., the station who receives the lowest SNR) the largest possible SNR
[8]. When it is impossible to increase the SNR of a station without reducing the SNR of
another user. Roughly, this definition states that a max-min fair allocation gives the most
poorly treated station the largest possible SNR, while not wasting any network resources [8].

In this section, we focus on the case that AP, would like to take the dynamic channel
selection process. We describe an algorithm of how APi selects a channel. The steps are
showed as following, which output the channel number that AF; selects.

Step 1. From the SINR measurement stage, AF, retrieves the SINR measurement
SN R(v, k) made by each mobile station y € M; in the i-th BSS by scanning each channel
ke K.

Step 2. For all k € K, compute CSNR(k)=min{SNR(~,k)|y € M,}.

Step 3. Choose k, € K such that CSNR{k,) = max{CSNR(k)|k € K} and let &,
be the output.

Give a simple example of our algorithm. Consider the case ¢ = 1, N = 8, k£ = 5, and
m; = 5, i.e., the target AP is AP, controlling five MSs to select a new channel from the
existing 5 channels and there are 8 APs to compete for the 5 channels. From Step 1, we can
obtain the table of the SINR measurements SNR(v,k) as shown in Table | for vy € M; =

{STALI: STA[,Q,STAL"}, STA1'4,STA1_5} and all £ € {1,2:3,4,5}.



Channel 1 | Channel 2 | Channel 3 | Channel 4 | Channel 5
STALL 21 19 23 19 26
STAL,2 23 18 26 20 23
STAL,3 25 23 24 21 27
STAL4 23 25 25 24 28
STAL5 22 20 22 19 29
Table 1: The SINR measurements SN R(7v, k).

And from Step 2, we can obtain the table of CSN R(k) as shown in Table 2.

Channel |

Channel 2

Channel 3

Channel 4

Channel 5

CSNR(k)

21

18

22

19

23

Table 2: The table of CSN R(k).

Consequently, the channel we choose in our algorithm is channel §, i.e., 5=5.

[V. DYNaMIC POWER CONTROL

We consider a power-controlled wireless network system where the transmitted powers
are continuously tunable. Within a BSS, every STA is associated with an AP. To maintain
a reliable connection between the STA and the AP it belonged to, the SIR at the receiver
should be no less than some threshold that corresponds to a QoS requirement such as the
bit error rate. We consider only downlink transmissions in this paper because the uplink
case can be treated similarly [21][22]. Assume that in the i-th BSS, there are m(t) stations,
M, = {STA;,5TA;2,...,STA; mu}. shown as Figure 1. And let B, 5(l), i € Q,7 €
M, k € K, be the transmitted power level on the downlink from AF; to the target receiver
ST Ai~, ¥ € M,, at the [-th control sampling interval. Let G, (l). ¢ € Q,v € M,k € K,
denote the channel power gain from AF, to the target receiver ST A, ., on channel % at the i-th

control sampling interval. Then, from (4), the average received power within a symbol time

interval at the target station ST A, ., on the k-th downlink channel from its host access point
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AP, is G (0) Pi (1), And, from Lemma 2, the average interference power received at

ST A, on downlink channel & from the other APs is » G oy iy (D Py iy (1) Lt v iy

be) b# e

be power level of the background noise received at ST A; , on downlink channel . Then, at
the {-th control sampling interval, the SINR measured at the target receiver ST A, is given

by

G i) (1) Pli iy (€)
Zbeﬂ,b#i Gty k) () Pra (8 + i

And let SINR Th(,x be the desired SNR threshold for the receiver ST A,,. For the

SIN Ry x(l) =

system considered, the constraint SINR(,)(l) = SINR_Th(, y must be enforced for each
mobile station ST'A, .. The objective of a power-control scheme is to find the minimum
power satisfying this constraint. To this end, there is a well-known power-control algorithm

given by

SINE Th(an]

—_— P l 11
SINR(%;C)([) («’YJC)( ) (11

Piqpi(l+1) =
This algorithm and its stability have been studied extensively by Foschini and Miljanic
(23], Mitra [24], and Bambos, Chen, and Pottie [25][26]. The algorithm is distributed and
autonomous because it relies only on locally available information. It allows each user to have
different target SNR values. It has also been shown in [3] to be asynchronously convergent
(with geometric rate) to the Pareto optimal power assignment, when the system is feasible
(i.e., when there exists a power assignment SL'ICh that SNR for all). However, if the system
becomes infeasible, this algorithm diverges.

Instead of using the conventional power control law in (11), we shall extend the concept of
the paper [27] in which a economic model is considered. Although achieving satisfactory QoS
is important for users, they may not be willing to achieve it at arbitrarily high power levels,
because power is itself a valuable commodity. This observation motivates a reformulation

of the whole problem using concepts from microeconomics and game theory [27]. In this

section, we will use such a reformulation to develop a mechanism for power control where



the desire for increased SIR is weighed against the associated cost. Instead of enfercing the
constraint SIN R, {l) > SINR Th, as in the hard constraint case, we use a utility
function U, which is a function of SINR, to represent the degree of satisfaction of STA;,
to the service quality, and introduce a cost function C, which is a function of transmission
power, to measure the cost incurred.

Generally, the QoS depends on SINR, so we let the utility U,(SINR) be a function of
SINR satisfying: [7,(0) = 0, U,(co) = 1, and the utility function is a increasing function
of SINR. Because SNR is a function of power, so utility function is a function of power.
This means that utility is more and more satisfied with power increasing. We choose C,(P),
the cost for user, as a function of power. As mentioned before, power is itself a valuable
commodity. The specific cost function should reflect the expenses of power consumption to
the STA. There are at least two requirements for the cost function:

1. C,(0) =0,

2. C.(P) increases in power.

In this work, we will use a linear cost function, i.e.,
C,(P)=c, P
where c, is the “price” coefficient. The goal is to maximize the net utility UN., defined as
UN,{(SIN R (1), Py (D) = U{SINR, 15 () = Cy(Priys (1))

by adjusting the transmitted power Py (l). Since each user in the system will try to
maximize its own net utility, regardless of what happens to the other users, this problem

is a typical non-cooperative game. Define a function fivi) @s

-1 _ dl7,(z)
Fom (@) = dz

With the derivation in [27], the optimal power update law is given by

STNFe, (1)
Pirpll+1) = mpﬁmk)(” (12)
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where SIN R, (1} is defined as

ey P i) ()

STNRow ) = I (SR A5
4 Fr

In order to satisfies our requirements for utility function, we choose the sigmoid utility
function as mentioned in [27], which has been widely used in the study of neural nctworks.

The utility function for ST A4, , is given by

1

UL(SIN R (1)) = 1 + g (STNEG 0l1=8;)

(13)

There are two tunable parameters in the sigmoid utility function (13): parameters o, and
4., which can be used to tune the steepness and the center of the utility, respectively. We
“illustrate the utility functions and the corresponding derivative functions for two different
values of «, in Fig. 2. When the parameter o, increases, the utility becomes steep, and its
derivative function becomes narrow and high. In Fig. 3, we fix «, and vary 5, . The two
utility functions and their derivative functions have the same shape, but with different centers
(at 3.). Based on the effect of the two parameters on our power control, we observe that the
effect of the two parameters can be explained in integrated wireless systems with both voice
users and data users, important in the third-generation wireless networks. For a voice uset,
the essential objective is low delay, and transmission errors are tolerable up to a relatively
high point. Thus, the voice user does not want to be easily turned off, but its target SIR can
be relatively low. This means that for a voice user, the cost should be low, and the utility

function should be steep and with low turnoff SINR. With (13), the optimal power law in

(12) can be rewritten as

BePiym(l) Flin (L) o
(1) = Skl Tnd . S 14
ParI+ 1) = iR " T ~ STN By, (1) {5 o (14)
LK)

V. SIMULATION

A. Simulation Model

The simulation environment we considered is a wireless network such as Fig.4. There are

37 BSSs in our simulation system, and there are 10 STAs in each BSS. In each connection,



AP transmits data to one STA only. The available channel numbers are 6, 12 (in 302.11a)
or 19 (802.11h). In the system, all APs use omnidirectional antennas and are located at
the centers of the BSSs. The distance of each AP is about 17 meters. We assume that the
locations of all STAs in a BSS are uniform distribution. We consider that implement dynamic
channel selection period is after 10 times power update iteration. We consider the case that
implement by power control and dynamic channel selection is after 10 times power update
iteration, dynamic channel selection will be performed. That is to say, in our simulation, we
record 10 times dynamic channel selection and 100 times power control update results in one
experiment. [n each dynamic channel selection, if the SNR. value of connection STAs in BSS
is blew down §3, /2, then the AP will perform the dynamic channel selection.

In our simulation, we compare the case only implement by power control with the case
that implement by power control and dynamic channel selection. We investigate the factors
3,, and channel number. The factor 3, is target SNR, which implies that the higher the 3, is,
the more difficult the STAs connection to the network is. The channel number implies that
the fewer channel number is, the more interference the simulation system is.

And we observe the major results in average SNR of STAs, average net utility of STAs,
channel assignment result, and total connection rate of STAs:

1. Average SNR of STAs: In our simulation, we observe the average SNR of STAs in cach
power update iteration. From average SNR of STAs, we can comprehend the signal strength
in each power update iteration. It is also an important index of quality of service.

2. Average Net Utility of STAs: In our simulation, average net utility is a;lso a meaningful
observation. From average net utility in each power update iteration, we can understand the
average net utility, maybe can be called as satisfaction of users during connection period.

3. Channel Assignment Result: From channel assignment result, we can observe the channel

change trend chart.

4. Total Connection Rate of STAs: In order to compare the case which only implements by
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the power control algorithm with the case which implements both power control and dynamic
channel selection algorithms, the total connection rate of STAs in each power update iteration
is an important index, because of it presents the use rate of the network. The higher the total

connection rate is, the more users can be serviced by the system provided.

B. Results and Analysis

We show some cases of our experiment results in the section. We shall use the utility-based
distributed power contro! in [27] and compared with our proposed dynamic channel selection
and power control. The BSSs number in our simulation system is 37, and there are 10 STAs
in each BSS. We shall consider the following four cases.

Case 1. The value of ,5‘7 is 15 and the channel number is 6.

Case 2. The value of 3, is 20 and the channel number is 6.

Case 3. The value of /3, is 20 and the channel number is 12.

Case 4. The value of 3., is 20 and the channel number is 19.

Comparing Fig. 5 for Case 1 with in Fig. 6 for Case 2, we can observe that average net
utility and connection rate go down obviously with 2_ increasing. This is because that as
8., increasing, there are more STAs that will be dropped, then connecticn rate will go down,
so the average net utility and connection rate go down obviously. In Case | and Case 2, we
can observe that the average net utility and connection rate are improved significantly by
performing dynamic channel selection scheme.

Comparing Fig. 7 for Case 3 and Fig.8 for Case 4, we can observe that average SNR,
average net utility and connection rate rise with channe! number increasing obviously. This
is because that with channel number increasing, there are more channel that APs can be
dynamically selected, so interference by other APs can be improved, and then average SNR
can increase. Therefore, the average net utility and connection rate increase obviously. There-

fore the average SNR, average net utility and connection rate are improved significantly by



performing dynamic channel selection scheme together with power control.

VI. CONCLUSIONS

In this work, we provide a dynamic channel selection algorithm together with a utility-base

power control scheme for a multi-channe! wireless network so as to improve average SNR,

average net-utility, and connection rate. In simulation results, we discover several remarkable

results. By variations of channel numbers, SNR thresholds, and numbers of STAs in a BSS,

the propose scheme outperforms the utility-base power control scheme without the dynamic

channel selection algorithm.

The feature study may head to the following possible directions. The centralized algorithm

could be considered to develop the dynamic channel selection. It could shorten the number

of iterations before stabilization. Applying DCS to time-division wireless networks or MC-

CDMA (multi-carrier CDMA) wireless networks could have more interesting resuls.

12]
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