MFRSST

NSC92-2213-E-216-024-
92 08 01 93 07 31

93 9 13



i

S

F2 P
- NP ECRE

TE KR A2 F IR M 6 AR 0 B P ‘~5§"JEFU CARTUR F 28T
HoRMPFZR AP FLFEREUEARNPF 2R oM P oA T ZARNE
SR MPEG-7 T 8.5 0 b i e ESTARSU S 4R G ot A B 2 F?i“’%i? I AR
Poijd 2 ppd ~ WIL AR Joi@ s iy 3 R B 2 o JOTipE RO o2 iR A
PP g 2R 15 2 AL 5 B (video shot)v’ ARG 242 LA MERipE e oo FFA
g2 B AR B miﬂa? B a s AN o RRRR AR R P AT
FAZEFE PR AIBPZAARNAPN F2ZIEFERE D G GHTF A 2 A8 )RR
% & 2 %1 1 (syntactic structurization of video) ; 2)4R.31 4 # (V|deo classification); 3) 4R
N F R & 2 $8~(extraction of semantics) o 45 % M2 T F X % ik B o Ag e At
mjdé‘ﬂ\mfjgiﬂ"?’ f:;’;_:_[klﬁo%ﬁ_##?gx;fﬁ_, %F\ ?~Eﬁ’;\"f’3)‘l’il };—ggli’i\.gj
gF M RART RN - B EAp R BT ke R L 2 kR F e B
B A ulE D) AR 3 B (Video Segmentation); 2)4i F & 4 2 Htw(Video Shot
Boundary Detectlon), M F o p 2P 2 o 5 H s (Video Object Extraction and
Classification); 4)3- % ¥ £ 1d |22 & 47 $jk(scene event identification) o

F_*

BE&ERE C ARGUEITE, AR R 51, ARUAE R, ARk R, B A F 2Ry
Abstract

In the recent years, a lot of research activities are addressed on the video segmentation
problems for developing the object-based video processing systems. Based on the extension
of the image segmentation methods, the video segmentation systems may be constructed for
obtaining the video objects and then developing the object-based video processing systems.
However, the conventional image segmentation methods have some problems that make the
video segmentation process inaccurate, i.e., they can’t ensure the region connectivity, define
the region boundaries accurately, and partition image with an arbitrary number. In this project,
the concepts of multiresolution decomposition and flooding process of watershed algorithm
are applied to develop the multiresolution and flooding based RSST (MFRSST) image
segmentation method that can speed up the image segmentation process and have the same
partition quality as the RSST. In the MFRSST segmentation method, the N + M regions are
partitioned by the two-step segmentation processes. Firstly, a lower resolution subband
image is obtained by the multiresolution decomposition process and then the subband image is
partitioned into N regions by using the flooding and FRSST methods. Secondly, the region
boundary refinement process is applied to obtain the additional M detailed regions. Based on
the MFRSST method, we may improve the COST211 video segmentation system by applying
the optical flow motion detecting method such that the rotation and zooming movements of
objects can be detected.

Keywords: COST 211 video segmentation system, Video objects, RSST, MFRSST.
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Recently, with the great advance in computing and computer network, many new
emerging multimedia applications, such as low bit rate video coding, video summarization,
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video indexing, and video query, enforce the development of new video coding standards:
MPEG-4 [1] and MPEG-7 [2]. The objects in both the video coding systems are acquired by
applying the video segmentation process, which use the image features such as color, intensity,
motion, textures, and shapes to partition the regions of objects. Once the video objects are
acquired, the aforementioned multimedia applications can be fulfilled. Hence, the quality
and efficiency of image segmentation process determine the performance of the object-based
video processing system.

However, the conventional image segmentation methods, such as the histogram-based
algorithms [3,4] and split-merge algorithms [5,6], have some problems that make the video
segmentation process inaccurate. Firstly, the histogram-based segmentation methods can’t
ensure the region connectivity. Secondly, the split-merge methods can’t define the region
boundaries accurately. Finally, both methods are unable to partition the image with an
arbitrary number.  The method of recursive shortest spanning tree (RSST) [7] is proposed
to solve these problems by using the global information and is widely adopted in many video
segmentation systems [8-14]. Alatan et al. [10, 11] develop the European COST 211
framework by utilizing the RSST algorithm to partition the regions with the same color or
motion homogeneity. Tuncle et al. [12] utilize the RSST algorithm and affine motion model
to develop their video object segmentation system. Doulamis et al. [13] propose an efficient
RSST algorithm for non-sequential video content representation. Vlachos et al. [14] extend
the RSST algorithm to partition color images by introducing red-green-blue (RGB)
components into the cost function.

The high computation complexity is the main drawback of the RSST algorithm. The
sorting procedure is required whenever the two vertices of the least weighted link are merged.
Kwork et al. [15] propose the fast RSST (FRSST) algorithm to improve the efficiency of the
RSST algorithm. Two improvements that make the FRSST algorithm efficient are: (1) the
sorting process is removed and (2) the region-growing method is applied.

However, the FRSST method is still too inefficient to meet the requirements for some
new visual applications such as video segmentation, region-based video coding, and
object-based video retrieval. In order to reduce the computation cost further, the concepts of
two image processing methods are adopted to develop the new image segmentation algorithm.
The first one is the flooding method in the watershed algorithm [16]. Instead of merging the
two vertices of the least weighted link, we merge all the neighboring vertices whose link
weights are closed to the lowest weight concurrently. Such a merging process is similar to
the flooding method in the watershed algorithm that fills up the image valleys with a specified
height. The second one is the concept of multiresolution decomposition. Performing the
partition process in the decimated image can reduce the computation cost significantly.
However, the interpolation process may introduce the blocky effect in the region boundary.
Therefore, the boundary refining process is used to define the region boundary accurately. In
this project, the aforementioned two concepts are applied to develop the multiresolution and
flooding based RSST (MFRSST) image segmentation method that can speed up the
segmentation process.

Furthermore, we improve the COST211 video segmentation system by applying the
optical flow motion detection method such that the rotation and zooming movements of
objects can be detected. In addition, two new detection rules are proposed such that the
regions of zooming and rotating objects can extracted. The new detection rules are established
by utilizing the characteristics of rotating and zooming movements. For example, if the object



doesn’t move but has the motion information, then it must be rotating. In the new proposed
segmentation system, the YIQ color signals are used for color segmentation and the optical
flow motion information is used for motion segmentation. It is important to define the link
values for the color and motion in the segmentation process, because the definition of the link
values will affect the quality of segmentation.
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In section 3.1, the quality and efficiency analyses for the RSST, FRSST, and MFRSST
algorithms are illustrated. In section 3.2, the experimental results of the proposed video
segmentation system are shown.

3.1 The Experimental Results for the MFRSST algorithm
3.1.1 An Example of MFRSST Segmentation Process

First of all, we illustrate an example of MFRSST segmentation process. Fig. 1-(a) shows
the Lena image with size 128x128 pixels and Fig. 1-(b) shows the 98 segmented regions in
decimated image. Based on the segmented regions in Fig. 1-(b), the reconstruction process
mentioned in section 3.2 is applied to obtain the accurate segmented regions with the original
resolution. Fig. 1-(c) shows the watershed-like image after the 2-D interpolation process and
Fig. 1-(d) shows the accurate segmented regions after boundary refining process.

3.1.2 The Quality and Efficiency Analyses for the RSST, FRSST, and MFRSST Segmentation
Algorithms

Fig. 2 illustrates that Lean image are partitioned into 300 regions using the RSST,
FRSST, and MFRSST algorithms. The experimental results show that the three algorithms
may define the region boundary accurately. However, less spark regions shown in Fig. 2-(c)
imply that more complete regions may be acquired by using the MFRSST method. The
computation time of the three methods for partitioning various size of image is shown in Fig.
3. The experimental results show that the MFRSST is faster than the other algorithms. The
reason why the MFRSST method may improve the efficiency of the FRSST algorithm is that
the partition process is performed in the decimated image.

3.2 The Experimental Results of the Improved Video Segmentation System

In the COST211 segmentation system, two modes of operations are established. In the
first mode, a binary mask that distinguishes the moving objects (foreground objects) from the
static background is generated. In the second mode, the movements of objects are further
classified into several motion types. Here, additional two new rules are proposed to detect the
rotation and zooming movements of objects.

3.2.1 Mode | — Foreground and Background Separation
By applying the video segmentation method mentioned in section 4.5.1, the regions of
foreground (moving objects) and background are partitioned and shown in Fig. 4.

3.2.2 Mode Il — Detection of the various kinds of Moving Objects

In this section, some experimental results of detecting the various kinds of moving
objects are presented. All the segmentation processes are performed by using the MFRSST
method.
(a) Object tracking. In Fig. 5-(a) and (b), the 15" and 17" frames of Akiyo image sequence
are shown respectively. There are 310 color regions (listed in Table 1) for the above two
successive frames are partitioned and shown in Fig. 5-(c). The motion segmented regions of



RMand RM© are shown in Fig. 5-(d) and (e). By applying the rule 1 of mode Il the final
segmentation result R" is obtained and shown in Fig. 5-(f). Furthermore, the color segmented
regions projected onto the motion and the motion compensation masks are illustrated in Table
1. From Table 1, we know that the set of moving regions is the same as the set of previous
moving object, i.e., the moving object is being tracked (rule 1 of mode II).

(b) Detection of newly exposed objects. In Fig. 6-(a) and (b), the 25" and 27" frames of
Mother & Daughter image sequence are shown respectively. There are 273 color regions
(listed in Table 2) are partitioned and shown in Fig. 6-(c). The motion segmented regions of
RMand RMC are shown in Fig. 6-(d) and (e). By applying the rule 4 of mode II, the final
segmentation result R" is obtained and shown in Fig. 6-(f). Furthermore, the color segmented
regions projected onto the motion and the motion compensation masks are illustrated in Table
2. From Table 2, we know that the set 1 of moving regions is the same as the set of previous
moving object, i.e., the moving object is being tracked (rule 1 of the mode Il). Furthermore,
the moving regions in set 2 are detected as the newly exposed object by the rule 4 of mode 1.

(c) Detection of the zooming objects. In Fig. 7-(a) and (b), the 5" and 7" frames of
basketball image sequence are shown respectively. There are 108 color regions (listed in Table
3) are partitioned and shown in Fig. 7-(c). The motion segmented regions of R;" and R are
shown in Fig. 7-(d) and (e). By applying the rule 3 of mode 11, the final segmented region R,
is obtained and shown in Fig. 7-(f). The color segmented regions projected onto the motion
and the motion compensation mask are illustrated in Table 3. From Table 3, we know that the
set of moving region is more than the set of the previous moving object, i.e., the object is
being zoomed (rule 3 of mode II).

(d) Detection of rotating objects. In Fig. 8-(a) and (b), the 64" and 65" frames of image
sequence of rotating globe are shown respectively. There are 260 color regions (listed in Table
4) are partitioned and shown in Fig. 8-(c). The motion segmented regions of R and R are
shown in Fig. 8-(d) and (e). By applying the rule 2 of mode Il, the final segmentation result
R{ is obtained and shown in Fig. 8-(f). The color segmented regions projected onto the
motion and the motion compensation masks are illustrated in Table 4. From Table 4, we know
that the set of moving region isn’t the same as the set of previous moving object, but the Re.1"
is the same as the current object, i.e., the moving object is being rotated (rule 2 of the mode

).

Fig. 1. (a) The Lena image with size 128x128 pixels. (b) There are 98 partitioned regions in
the decimated image with size 64x64 pixels. (¢) The interpolated image. (d) There are 200
regions that are partitioned after the boundary refining process.
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(a) (b) (©)
Fig. 2. The Lena image is partitioned into 300 regions using (a) RSST, (b) FRSST, and (c)
MFRSST algorithms.
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Fig. 3. The efficiency analysis for the RSST, FRSST, and MFRSST algorithms.

() (d)
Fig. 4. The segmentation of the foreground and background regions (mode I). (a) The
foreground regions and (b) background regions for the walking image.
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Table 1. The moving regions and stationary regions in R

Fig. 5. The 15™ and 17" frames of Akiyo image sequence are shown in (a) and (b). There are
310 color segmented regions in (c). The motion segmented regions of R and R;
in (d) and (). The final segmentation result R;" is shown in (f).

Color Region R, {1,2,3, ..., 310}
Moving region set
G(lui R ) {1,2,3,...,236}
Stationary region set {237, 238, ..., 310}
Previous moving object
G(lRMC x) {1,2,3,...,236}

(e) ()
Fig. 6. The 25™ and 27™ frames of mother & daughter image sequence are shown in (a) and
(b). There are 273 color segmented regions in (c). The motion segmented regions of R;" and
RC are shown in (d) and (e). The final segmentation result R;" is shown in ().

Table 2. The moving region sets and stationary region sets in R;.

Color Region Ry {1,2,3, ..., 273}
Moving region set 1
G(It,i!RtM!X) {1’ 2’ 3’ e 89}
Moving region set 2
G(glti RgtM )() {901 121, y ey 178}

Stationary region
Previous moving object
G('t,i,RtMC,X)

{179, 180, ..., 273}
{1,2,3, ..., 89}
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Fig. 7. The 5" and 7" frames of basketball image sequence are shown in (a) and (b). There are

108 color segmented regions in (c). The motion segmented regions of R and R"“ are shown
in (d) and (e). The final segmentation result R," is shown in (f).

Table 3. The moving region sets and stationary region sets in Ry

Color Region R/ {1,2,3,...,108}
Moving region set
G(luiR ) {1,2,3,...,39}
Stationary region {39, 40, ..., 108}
Previous moving object {1,2,3,...,39}
G(1i,RMC x) Except {10, 12, 35}

(d) (e) ()
Fig. 8. The 64™ and 65™ frames of the image sequence of rotating globe are shown in (a) and
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(b). There are 260 color segmented regions in (c). The motion segmented regions of R;" and
R are shown in (d) and (). The final segmentation result R;" is shown in (f).

Table 4. The moving region sets and stationary region sets in R;'.

Color Region R, {1,2,3, ..., 260}
Moving region
(IR X) {1,2,3, ..., 250}
Stationary region {251, 252, ..., 260}
Previous moving object {1, 2,3, ..., 250}
G(14i,RMC x) Except {7, 12, 22, ...}

N RS

In this project, the concepts of multiresolution decomposition and flooding method in the
watershed algorithms are applied to develop the multiresolution and flooding based RSST
(MFRSST) image segmentation method that can speed up the vide segmentation process and
have the satisfied quality. Based on the MFRSST algorithm the efficiency of COST211 video
segmentation system is improved. Furthermore, two additional detection rules are proposed to
extract the rotating and zooming objects in the video sequence. Once the video objects are
acquired efficiently and accurately, many emerging multimedia applications, e.g., intelligent
surveillance and video event detection may be developed.
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