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Abstract

In the project, we present the Orthogonal Variable
Spreading Factor (OVSF) code management schemes
on Ad Hoc networks. Ad Hoc networks are wireless
networks without fixed infrastructure. Each mobile node
in the network may move arbitrarily, and therefore
network topology changes frequently and unpredictably.
Since the OVSF codes are origindly used as the
channelization codes in the DS-CDMA system of
IMT-2000, previous schemes are centralized and cannot
be applied directly to fully distributed systems such as
Ad Hoc networks. Totaly, six distributed code
management schemes are proposed in the project, and
three of them heavily exploit two techniques: code
reassgnment and code tree management. Simulation
results show that our schemes, with the help of the
techniques, reduce the call-blocking rate dramatically.
Keywords-code assignments, code replacement, Ad
Hoc networks, distributed algorithms, OVSF-CDMA

The third generation wireless standards
UMTS/IMT-2000 [1, 8, 21] use wide-band CDMA
(W-CDMA) to address the higher and variable rate
requirements of multimedia application. Three
different schemes of DS-CDMA transmission were
proposed: single orthogonal variable-spreading-factor
code (OVSF-CDMA) [1], multicode CDMA
(MC-CDMA), and the hybrid method [7]. MC-CDMA
regquires multiple transceiver units, but OVSF-CDMA
reguires only a single transceiver unit. Therefore, in
terms of hardware complexity, OVSF-CDMA is
preferred over MC-CDMA. However, the
code-blocking problem in OVSF-CDMA results in a
higher call-blocking rate for higher data rate users.
Thus the OVSF code management becomes an
important design consideration in wireless networks,
and hasreceived alot of attention [5, 6, 17, 20].
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Ad Hoc networks are wireless networks without
fixed infrastructure. Each mobile node in the network

S fpurctiong ag ajroqteg that dlisgovers apdmaintains routes

for other nodes. These nodes may move arbitrarily, and
therefore network topology changes frequently and
unpredictably. Other limitations of Ad Hoc networks
include high power consumption, low bandwidth, and
high error rates [19]. Applications of ad hoc networks
are emergency search-and-rescue operations, meetings
or conventions in which persons wish to quickly share
information, data acquisition operations in inhospitable
terrain, and automated battlefield [19].

The project discusses the OVSF code management

problem on Ad Hoc networks. Since the OV SF codes
are originaly used as the channelization codes in the
DS-CDMA system of IMT-2000, previous schemes
proposed are centralized and cannot be directly applied
to fully distributed systems such as Ad Hoc networks. In
the project, we propose six distributed code
management schemes, and three of them heavily exploit
two techniques: code exchange and code tree
management. We also conduct simulations by using ns-2
[9], and simulation results demonstrate that our schemes
reduce the call-blocking rate dramatically.
The rest of the project is organized as follows. In the
next section, some preliminaries are introduced. In
Section 3, we briefly survey related work. In Section 4,
six distributed code management schemes are presented.
Simulation results are described and discussed in
Section 5. Finally, Section 6 concludes the project.

The OV SF code tree, the basic data structure of
our OVSF code management schemes, is presented
first. Then, interference issuesin CDMA networks are
discussed. At last, we describe Hu's deadlock free
orientation code assignment scheme [15], which will
be used as a basic step in some of our proposed
schemes.

3.1 The OVSF code tree

Spectrum spreading is achieved by mapping each
data bit (1 or —1) into an assigned code sequence. The
length of the code sequence per data bit is called the
spreading factor. The possible OVSF codes can be
represented as nodes in a complete binary tree called the
OVSF codetree [2] as shown in Figure 1. Some features
of the OV SF code tree are listed as follows. Suppose ¢
isthe father of ¢ in the tree.



(1) Every node ¢ except root node ¢ (=[1]) can be
generated from its father ¢. Suppose the code
sequence of ¢ is[X], then we have g=[x, X] if G is
the left child of ¢.. Or we have =[x, -X] if ¢ isthe
right child of ¢. Where [-X] is the bitwise
complement of [X].

(2) If the spreading factor of ¢ is 2% the spreading
factor of Gjis 2% Consequently, if the data rate of
G is 2, then the data rate of ¢ is 2. Hence leaf
nodes have the minimum data rate and root node
has the maximum data rate.

(3) If a code is used, then simultaneous use of its
descendants or ancestors cannot be allowed
because  their encoded sequences are
indistinguishable. For example, when ¢, is used,
then none of {c;, ¢, Cs Co} can be assigned
simultaneoudly.

It is possible that a new call cannot be served even
though the total available code capacity can fulfill the
acquired transmission rate of the call. For example, in
Figure 1, suppose that { ¢4, C11, C14} are assigned, and { ¢y,
G, C3 Cs, C;p are thus blocked. Let the data rate
supported by leave nodes be R. Note that currently the
total available code capacity is 4R. However, a new call
with 4R data rate will be blocked, because none of
available codes can support such data rate. If we replace
C14 With ¢y, then ¢z and ¢; are unblocked. Thus we have
an available code c;, which can support a cal with 4R
datarate.

In summary, code blocking in OVSF-CDMA may
result from the fragmentation of available codes. To
reduce code-blocking rate, some schemes resorted to
code replacement [17]. Other schemes try to place
assigned codes in the code tree properly [5, 20]. We
will show that both of code placement and code
replacement are considered in our schemes in Section
4.

3.2. Interference issues in CDMA networks

In CDMA networks, there are two kinds of
interference:  direct interfference and  secondary
interference [15]. Both lower the system throughput and
increase the average packet delay. To avoid secondary
interference, several code assignment schemes require
that no set of stations that are two hops away have the
same code [15].

Define a binary relation —» between codes in an
OVSF code tree as follows. We have ¢ - ¢ if ¢; is an
ancestor of ¢ in the OVSF code tree. Note that the
binary relation - is a partial ordering relation [16].
We say that ¢; conflicts with ¢; (denoted by ¢ - ¢) if
C -G or G—G. In OVSF-CDMA systems, two codes
cannot be used in the same station if they conflicts
with each other. Moreover, no set of stations that are
two hops away have conflicted codes.

3.3. Hu's deadlock free orientation

Hu proposed two-phase algorithms to assign and

reassign CDMA codes to transmitters, receivers, or pairs
of stations[15]. The deadlock-free orientation (DFO) in
their second phase is to exploit parallelism, when
assigning codes, without deadlocks. A deadlock is a
directed cycle of nodes in which nodes waits permission
from the next node, which will never come. Let V
denote the node set, and a unique priority p; is given to
every nodei in V. We creates an arc [a, b] (from ato b)
in E if a and b chares a common neighboring node and
P=<p,. Since each node has a unique priority and no
circular priority list is permissible, we can view DFO as
a cycle-free directed graph G=(V, E). We describe DFO
for transmitter-based code assignment (TCA) [15] as
follows:

Algorithm DFO for TCA:

Step 1. Each node broadcasts its unique priority to its
neighbors and collects priority information
from its neighbors. Thereafter, each node
arranges a chain of neighboring nodes with
decreasing priority, and broadcasts the chain to
its neighbors.

Step 2. If a node is the head of al priority chains
caculated by neighbors, it picks a code for
itself and broadcasts a token packet to its

childrenin all chainsfor acknowledgement.

Step 3. A node can select a code only upon receiving
tokens from the parents in all chains. After
selecting a code, the node broadcasts a token to

itschildrenin dl chains.

3.5 Reated work

In [17], Min and Siu proposed an algorithm to
minimize the number of OVSF codes that must be
reassigned to support a new call. Their algorithm is
based on the concept of assigning a cost function to each
candidate branch of the OV SF code tree, and identifying
abranch with aminimal cost by using an efficient search.
Their agorithm, however, does not consider the code
placement problem.

In [6], Cheng and Lin considered another different
problem that uses multiple OVSF codes to support
multi-rate services. They used a code word to record the
number of available codes in each level of the OVSF
code tree. With the help of the code word, their heuristic
algorithm selects codes according to the following two
rules. (1) Preserve more small-spreading-factor codes
after sdlection. (2) Use the least codes. Their algorithm
also does not consider the code placement problem.

In [5], Chen et a. devised a dynamic code
assignment scheme that statically partitions the entire
code tree into two groups, and each group serves traffics
with various quality-of-service (QoS) requirements.
Code assignments and reassignments are dynamically
performed on new and released calls over each
separated code group, respectively.

Tseng et al. have proposed the crowded-first strategy



to assignment and reassignment codesin WCDMA [20].
When there is one or more than one code in the code
tree with the desired rate, the strategy will pick the one
whose ancestor code has the least free capacity to
accommodate the new call.

Note that all schemes described in the section are
centralized, which cannot be directly applied to
distributed systems like Ad Hoc networks.

3.6 Digtributed OV SF code management schemes

We will present six distributed OVSF code
management schemes in the section. To avoid
interference, our schemes require that no set of stations
that are two hops away have codes conflict with each
other. Hello exchange mechanism is used in our
schemes to collect code use information of
two-hop-away neighbors. The first three schemes are
simple and straightforward so we described them as
follows.

(1) Random Scheme (RS): As a new call with arate
Risrequested, RS randomly picks afeasible code in the
code tree until no conflict occurs. When conflicts occur
as nodes move, the request of lower priority node will
be blocked. Moreover, once a node has been blocked,
its status will be sustained to the end even though a free
code may exist.

(2) Deadlock-Free Orientation scheme (DFOS): In
DFOS, each node takes turns to select codes according
to the priority chain constructed in Algorithm DFO
(described in Subsection 2.3). When selecting a code, a
node is required to pick a spare code that does not
conflict with code used by its two-hop neighbors. If no
free code can be found, the corresponding request will
be blocked. When conflicts occur as nodes move, the
request of lower priority node will be blocked.
Moreover, once a node has been blocked, its status will
be sustained to the end even though a free code may
exis.

(3) Local Search Scheme (LSS): LSS is an
improvement on DFOS. As network topology changes,
nodes in LSS will alter its blocking status immediately
when finding a feasible free code that does not conflict
with codes used by its two-hop neighbors at the
moment.

The remaining three schemes are improvements on
LSS, and will be presented in the following
subsections separately.

3.7 Global Reassignment Scheme

A reguest of node x denied in LSS indicates that no
feasible spare code can be found in X's code tree at that
moment. If there exits a two-hop neighbor w (of Xx)
whose code can be reassigned to x and replaced with
another code without introducing new conflicts, then the
code blocking can be eliminated. Global reassignment
scheme (GRS) is an improvement on LSS by exploiting
thiskind of code reassignment when necessary.

We define some useful notations as follows. Let
N,[X] denotes the two-hop neighbors of x. Formally, let
No[X]={yl(x, 2 and (z y) are two pairs, where the
former is a neighboring node of the latter in each pair,
and y#x}. A codeis spare with respect to anode x if the
code does not conflict with codes used by any node in
No[X]Ox. In GRS, node x try to inquire a specific subset
C,, 2 0f Ny[X] for finding spare codes. Set C, , must
satisfy the following three conditions:

(1) The has-assigned condition: [CyOC, > (y owns
codes with the desired level)]. Every node in the set
must own at least a code with the desired bandwidth.

(2) The loop-free inquiry condition: [OyOC, »
(Py<pJ]. A loop inquiry is a group of inquires that form
a loop. For example, a;, a,, as, ..., & form a loop
inquiry if a; inquires a,, a, inquires as, ..., and a
inquires a;. The loop inquiry may result in deadlock,
invalid inquiries, and useless code replacements. No
loop inquiry can exist if C, , satisfies the loop-free
inquiry condition, because each node has a unique
priority and a circular priority list is obvioudy a
contradiction.

(3) The safe replacement condition: [OyOC, »
(0ZEN[X]-y, (c,does not conflict with c))]. Where ¢,
denotes the code assigned to node k. The condition
ensures that the code assigned to each node y in C; »
does not conflict with every code used by nodes in
N,[X]-y. No new conflicts will be introduced if nodey in
C, » releases its code to grant the request of x.

GRS uses above conditions to find feasible
candidates for possible code reassgnments. The
algorithmic form of GRS is described as follows.

The algorithmic form of GRS
Step 1. At the beginning, each node performslike LSS.

Step 2. When the request of anode x isdenied in Step 1,
we compute set C, , based upon three conditions
described above. Then node x inquire nodes in C, ,
one by one according to their priority values
decreasingly until a spare code is found. On the
other hand, when a node y with code ¢, in C »
receives the inquiring packet, GRS checks its code
tree to find a spare code ¢, for supporting the request
of y. If the answer is positive, GRS reassigns the
spare code to y by replacing ¢, with ¢, Then y
notices the inquiry initiator x to use its previousy
assigned code c,. Finally, the request of x is granted.

Step 3. Let C, 4={ZA1C,,, and z[1C, ,, where yOC, 2} .
When the request of a node x is denied in Step 2, x
will inquire nodes in C, 4 one by one according to
their priority values decreasingly until a spare code
isfound.

Step 4. If node x ill find no feasible spare code, its
request is blocked at the moment.

3.8 Select-by-Votes Scheme (SVS)



We have shown that code blocking may result from
the fragmentation of spare codes in Section 2.1. In the
section, we propose Sdlect-by-Votes Scheme (SVS) to
sdlect the desired code by votes from two-hop
neighbors.

Define a functionyz. { TxRxI} - Z'0{0}, where T
denotes a set of OV SF code trees, R denotes an integer
which represents a tree level, | denotes a code in OVSF
code trees, and Z" denotes the set of positive integer
respectively. Suppose that t isan OV SF code tree. Let ¢
(t, r, i) denote the number of blocked codes which arein
the subtree rooted at interna nodei of t and at tree level
r. For example, let t denote the tree shown in Figure 1.
Then we have ¢/ (t, 3, ¢,)=|{c4, ¢} [=2 and ¢/ (t, 3, ¢))=
|{cs Cs c7}1=3. Later, we will use functiony to
aggregate blocked codes and assigned codes together.

The main idea of SVS is described as follows.
When a node x requests a code with tree leve r, SVS
searches xX's own code tree from the root until finding
the desired code. Let L (R) denote the left (right) child
of the visited node, and let t_ (tg) denote the subtree
rooted a L (R). If there is exactly one of t_ and tr own a
spare code with tree level r, SVS selects the node as the
next visited node. If both of t, and tg own such a code,
SVS sdlects one of L and R as the next visited node by
counting votes from every two-hop neighbor of x. Every
two-hop neighbor (of x) y votes for L if ¢ty, r, L)=2¢t,,
r, R). If ¢ty r, L)<ty r, R), nodey votesfor R.

Iterate the similar procedure until the desired
codeisfoundint,.

4.3 Backup Code Scheme (BCS)

The last scheme we proposed is called Backup
Code Scheme (BCS). BCS tries to select a code so that
the resulting neighboring nodes OVSF code trees
owning the maxima number of spare codes with the
same bandwidth. We also call these codes backup codes.
Backup codes preserved in neighboring nodes can be
used to replace blocked codes when code conflicts
occur.

Suppose node X requests a code with level k. Let
NO)={y1, Y2, V3, ..., i} isthe set of two-hop neighbors
of x. Let & ; denote the number of spare codes with level
k in the yi's code tree after x sdlecting code j. BCS
selects a code to maximize Min{a; ;Cwhere yilIN(X),
where j isaspare codein X' s code tree with level k}.

In this project, we propose six distributed
schemes and three of them heavily exploit two
techniques. code reassignment (LSS and GRS) and
code tree management (SVS and BCS). Simulation
results show that our schemes, with the help of the
techniques, reduce the call-blocking rate dramatically.
One of our future works is to apply the techniques to
other different systems like MC-CDMA.. We also note
that there has to be a trade-off between system

overhead and call admission rate. How to design a
code management scheme that has low blocking rate
and low overhead at the same time is an interesting
research topic.
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