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Abstract

Birdsongs are typically divided into four hierarchical
levels: note, syllable, phrase, and song, of which syllable
plays an important role in bird species recognition. To
improve the recognition rate of birdsongs, in this study
an enhanced syllable segmentation method based on R-S
endpoint detection method was presented. Furthermore, a
decision based neural network with suitable
reinforcement learning rule was developed as the
classifier. The proposed methods combined with the
well-known MFCCs feature vector form a birdsong
recognition system that was applied to two recognition
problems: one is the recognition of a set of arbitrary
syllables and the other is the recognition of a section of a
birdsong. Experimental results show the performances of
the proposed methods.

Keywords: Birdsong recognition, syllable segmentation,
Mel-frequency cepstral coefficients, decision based
neural network.

1. Introduction

Birdsongs are typically divided into four hierarchical
levels: note, syllable, phrase, and song [1]. Among them
syllable was frequently used in bird species recognition
[2-9], and the endpoint detection process is an important
step for syllable segmentation. Endpoint detection
detects the waveform boundaries of a signal so as to
extract the voice parts and ignore the noise parts of the
signal. The detection process can be accomplished via
time domain approach and frequency domain approach.
In time domain approach, detecting factors such as
energy and zero crossing rates were widely applied [10-
13]. Applying these two factors requires suitable
methods for setting the decision threshold values. In
addition to time domain, the energy computed in the
frequency domain, called the sub-band energy, was also
used as the segmentation index [14, 15]. Energies
computed in both domains were applied in [16]. Other
factors in the frequency domain such as spectrum,
cepstrum and cepstrum entropy were used in the studies
of [17-19].

A well known time domain technique named RS
(Rabiner and Sambur) method [20] used signal energy to
roughly search the locations of the start and end points of
the voice parts and used the zero-crossing rates for fine
adjusting. This method though useful in a silent
environment is not robust in noisy environments [21]. On
the other hand, due to the resistance to signal fading and
echoing, the frequency domain analysis of the birdsong
signal is better than the time domain approach [9]. It
implies the necessity of frequency domain information of
the birdsong for syllable segmentation. Syllable endpoint
detection in the frequency domain is usually achieved by
considering the magnitudes of the frequency bins of the
signal. This approach, however, is uneasy to arrive at a
satisfactory result if noticeable background noise is
unavoidable. Because the respective shortcomings of
both time-domain and frequency-domain approaches, the
first subject of this study is to integrate the frequency-
domain information for the RS method to design a
syllable segmentation process called the improved RS
method (IRS).

In the design of a recognition system, a suitable
classifier is usually required for manipulating specific
feature. For birdsong recognition, the dynamic time
warping (DTW) algorithm and the hidden Markov model
(HMM) were used in [2, 22] for recognizing two bird
species. The self-organizing map and supervised
multilayer perceptron were applied in [23] for
recognizing eight bird species. In [24], Gaussian mixed
models (GMMs) were constructed for recognizing 11
bird species frequently appeared in the airport. The study
in [4] combined the template-based technique and the
time delay neural networks (TDNNSs) to recognize the
syllables of 16 bird species, while both Quadratic
Discriminant Analysis and neural network were utilized
in [7-9]. In [25], SVM (support vector machine) was
applied to recognize two sets of birdsongs of six and
eight bird species. In [6], Gaussian prototype was applied
to model the histograms of birdsongs, and classification
was achieved by comparing the similarity between the
Gaussian prototypes. The second subject of this study is
to develop a decision based neural network with suitable
reinforcement learning rule for constructing an automatic



bird species recognition system.

The remaining of this paper is as follows: Section 2
proposes the developed methods. Section 3 shows the
experimental results. Section 4 is the conclusions.

2. The Proposed Birdsong Recognition
System

The block diagram of the proposed system as shown
in Fig. 2.1 containing preprocessing, feature extraction
and recognition (species decision) are described in detail
in the following.

2.1 Preprocessing

The procedure of preprocessing in this study is shown
in Fig. 2.2, which contains four steps: improved syllable
endpoint detection, normalization, pre-emphasis and
segmentation.

2.1.1 Improved syllable endpoint detection

As stated in Section 2, both time-domain and
frequency-domain information were employed in the
proposed approach. This approach, called the improved
RS method (IRS), is described in the following.

Step 1 Segment the input signal by using the RS method,
and denote the result as x(7).

Step 2 Compute the short time Fourier transform of x(z)
with frame size N = 512, and form the
spectrogram of the signal.

Step 3 For each frame m, find the frequency Bin bin,

with the greatest magnitude.
Step 4 Initialize the syllable indexj, j=1.

Step 5 Compute the frame ¢ at which the maximum
magnitude occurs

) @)

t=arg max (Xx[bin,]

and set the amplitude of syllable j as
A; =20-l0g,,|X[bin,](dB). (2

in which M is the number of frames of x(¢), and
X[] denotes the spectrum of x(z).
Step 6 Start from frame ¢ and move backward and

forward until frames hj and t such that both
20-log,o|X[bin, ]| and  20-log,,|X[bin, ]| are

smaller than (4, - 20) (dB).

Step 7 Start from frames h, and t find frames
h_, —a and t,+p (a, p > 0) such that both
20-log,o|X[bin, ., ,] and 20-log,q|X[bin, ,,..]
are greater than (4,-20). Then s, —« and

t,+p are called the head frame and tail frame of

syllable ;.
Step 8 Set ‘ X[bin,, ]‘ =0,

m=h,—a,h, —a+l - t,+f-1L1,+p. (3)
Step 9 Let j=;+1.

Step 10 Repeat Step 5 to Step 9 until A,<A4,-20.

By using the above procedure, the boundaries of each
syllable can be obtained for syllable segmentation. In
Section 3, a comparison of birdsong recognition
efficiencies for this method will be given.

2.1.2 Normalization and pre-emphasis

In this study, the amplitudes were linearly normalized
to the region of [-1, 1]. Besides, since the amplitude of
high frequency part is usually much smaller than the low
frequency part, so pre-emphasis is applied to intensify
the signal of high frequency part. The intensification is
accomplished by a finite impulse response (FIR) filter
with the following form

H(z)=1-a-z7", 4)

so that a signal x[x] after the filtering process has the
following property

x[n] = x[n] - ax[n -1], ®)

in which « is a scalar usually between 0.9 and 1, and was
set as 0.95 in this study.

2.2 Feature extraction — the MFCCs

Birdsongs are non-stationary signals requiring short-
time analysis. The short time analysis for the signal
obtained from Sec. 2.1 is accomplished by applying a
Hamming window with size N equaling 512 samples.
The equation of the applied Hamming window is

0.54—0.46005(27"1 0<n<N-1 (g)
wln] = N-1

0 , otherwise

For checking the proposed endpoint detection method
and the DBNN classifier, MFCCs based feature
extraction for each syllable was used to construct the

feature vector. This extraction process is described in the
following

Step 1 Compute the fast Fourier transform (FFT) of each
framed signal.

N-1
X[k1=> x[npwlnle ™'Y, 0<k <N, (1)
n=0
Step 2 Compute the energy of each triangular filter band

Nj2-1

E;= > kK[, 0<j<J.  (®)

where ¢ [k] denotes the amplitude(weight) of

the /™ triangular filter at frequency bin k as shown
in Fig. 2.3, E, denotes the energy of ;" filter

band, and J is the number of filters.
Step 3 Compute the MFCCs by Cosine transformation

c,(m) = icos{mj(j + 0.5)] Ioglo(Ej),
m=1, 2,1._.., 15, )



where ¢,(m) denotes the m"™ order MFCC of

the i frame.

Step 4 The coefficients of the same order of all frames
were averaged and then used to form a 15-
dimensional syllable feature vector.

Such a feature vector was well-applied in many studies,
so we used it for checking purpose. In the NN training
process, the feature vectors of all training syllables were
used as the inputs and the corresponding bird species as
the desired outputs.

2.3 Recognition by using the decision based neural
network (DBNN)

When applying the neural networks (NNs), one of the
two learning types, supervised learning and unsupervised
learning, is adopted. Supervised NNs can also be divided
into two types named approximation-based formulation
and decision-based formulation [26] depending on the
arrangement of training data. The function of
approximation-based formulation is to approximate the
mapping between input and output data so as to
minimize the mean square error between the network
outputs and desired outputs. An example of such a type
NN is the back-propagation NN with least mean squares
learning rule. The decision-based formulation is usually
used to decide which class the input data belongs to,
means that it is more suitable for data classification [26].
The structure of the decision-based neural network
(DBNN) applied in this study is shown in Fig. 2.4, in
which the weight vectors w' of the function 4! were

trained by using reinforcement type learning rules. The
training process is described in the following.

Step 1 Initialize the weight vectors w/ of the function
¢, i=12..,C, j=123, where ¢! is a
radius basis function of the form

‘x—w" ?
|

b - dbow ) >

(10)

C is the number of classes and x is the input
feature vector.

Step 2 Input the feature vector, x, of the training
birdsong whose bird species class is set as the
actual class.

Step 3 Compute the value of each basis function ¢j’] .

Step 4 For each class network i, find the local winner
I =argmax(¢)) and g = max(g})-
J J X

Step 5 For all local winners ¢/, i=12,...,C, find the

global winner, g =arg max ¢, and
¢ =max g -
Step6 If g = actual class, then perform the

reinforcement learning
weé=wi+yVe(x,we),j=123,

(11a)

else the anti-reinforcement learning

(11b)

where w ¢ denotes the weight vector of ¢ ¥

and 7 is the learning rate.
In this study, the function ¢j’ﬁ is defined as a radius

basis function as shown in (10), so the gradient operation
resultin (11) is

Vo(x,w¥)=x-w*%. (12)

In the recognition process, the feature vector of a test
birdsong was obtained by the same process as the
training part. After inputting the feature vector to the
DBNN, the global winner of the network (i.e. the
network output) indicates the species class the test
birdsong belongs to. Because back-propagation NN
(BPNN) was widely applied in many studies, both BPNN
and DBNN were applied in this experiment for
comparison.

3. Experimental results

The bird species vocalization database used in this
study was obtained from a commercial CD [27]
containing both birdcall and birdsong files of 420 bird
species recorded in the field. Each file contains
vocalizations of the same bird species. The database of
420 bird species makes it much larger than any used in
previous studies. Meanwhile, recordings in the field are
usually in noisy environment, incomplete and interrupted.
Because of this, sometimes, only some syllables of a
birdsong, rather than a complete birdsong, could be used
in the recognition process. So two recognition problems
were applied in the experiments, one is the recognition of
a set of arbitrary syllables of a bird species and the other
is the recognition of a section of a birdsong. The
sampling rate of these vocalization signals is 44.1 kHz
with 16-bit resolution and a monotone type PCM format.
In the experiment, the frame size was set as 512 samples
with three-fourths frame overlapping.

3.1 Recognition of a set of arbitrary syllables from the
song of a bird species

The purpose of the first experiment is to examine the
efficiencies of the improved RS endpoint detection
method and the using of DBNN. For comparison, both
RS and IRS methods were used to segment the syllables
of each birdsong file. After segmentation, half syllables
of each birdsong file were randomly selected for training
and the remaining for testing. The same feature
extraction process was applied to both training and
testing syllables. The extracted feature vector of a test
syllable was used as the input of the NN whose output
indicates the bird species of the test syllable. By
comparing the network output and the actual species for
each test syllable, the recognition rates (RRs) of all test
syllables can be obtained. Table 3.1 shows the RRs of
using both segmentation methods and both types of NN.
It shows that the DBNN improved the RR of about 5% to



7% on the BPNN for both segmentation methods.
Meanwhile, the IRS segmentation method also improved
the RR of about 3% to 5% on the RS method. In addition,
the combination of IRS segmentation method with
DBNN achieved a RR of 64.93% evidently higher than
the result of using BPNN and the RS segmentation
method (54.27%).

3.2 Recognition of a section of a birdsong

The second experiment is the recognition of a section
of a birdsong containing several consecutive syllables.
Meanwhile, both segmentation methods and both types
of NN were also used for comparison. All the syllables in
the birdsong section were recognized individually, and
the species with the largest number of NN outputs was
recognized as the species of the test birdsong. So in this
case, the recognition rate RR was defined as

number of birdsongs rec_ognlzed correctly 100%
number of all birdsongs

RR(%) =
(13)

The RRs of using all the four structures are shown in
Table 3.2. It can be found that when the NN is fixed, the
IRS segmentation method improved the RRs of 3.64%
and 0.31% on RS method. When the segmentation
method is fixed, the DBNN improved the RRs of 10.68%
and 7.35% on BPNN. The above comparisons exhibit the
efficiencies of the proposed methods.

3.3 Recognition with threatened birdsongs taken into
account

The territoriality instinct is innate for some bird
species so that they vocalize threaten voices when
infringed. The threaten voice is used to warn the
companies and frighten the invaders. Such a type of
vocalization is usually distinct from the regular birdsong
requiring additional categorization. That is, two types of
birdsongs are considered if the bird species also
vocalizes threatened voices. In this case, feature
extraction process is apply for both regular birdsongs and
threatened voices so that a bird species was represented
by two feature vectors. In the recognition process, the
extracted feature vector of the test syllable (birdsong)
was matched to both feature vectors of all species to
determine the most likely species.

This experiment also dealt with the recognition of a
section of a birdsong. The RRs of using all the four
structures with the above distinction are shown in Table
3.3, in which titles A and B represent the recognition
without and with the distinction of threatened voices. It
can be found that the RRs of case B exceeded case A of
about 3.87% to 7.51%.

4. Conclusion

Recordings in the field are wusually in noise
environment, incomplete or interrupted making the
birdsong recognition much harder. To overcome these
problems, the processes for syllable segmentation and
classification were studied. In the syllable segmentation,
an improvement of the RS method that simultaneously
considers the time domain and frequency domain

characteristics of the syllable was proposed. For the
study of classifier, a DBNN with reinforcement learning
rule was presented and compared to the using of BPNN.
Two types of recognition problems were considered in
the experiments, one is the recognition of a set of
arbitrary syllables and the other is the recognition of a
section of a birdsong. Experimental results show that the
proposed methods evidently improved the RRs regardless
of the consideration of threatened voices.
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Table 3.1 RRs of using different segmentation methods and
different types of NN

RS segmentation
MFCC+BP | MFCC+DBNN

54.27% 61.63%

IRS segmentation
MFCC+BP | MFCC+DBNN
59.76% 64.93%

Table 3.2 RRs of using various structures

Structure RRs

RS+BPNN 54.69%
IRS+BPNN 58.33%
RS+DBNN 65.37%
IRS+DBNN 65.68%

Table 3.3 RRs of using various structures

Structure A B
RS+BPNN 54.69% 59.16%
IRS+BPNN 58.33% 64.42%
RS+DBNN 65.37% 69.24%
IRS+DBNN 65.68% 73.19%
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