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Abstract:
Recently, the computation-intensive research topics and applications grow unceasingly,

the demand of high-performance computation platform also increase. The computation
platform moves towards multiple-core processor, cluster system, grid system as well as
advanced graphics processor (GPU) platform, to provide a high efficiency, high throughput
computation platform. However, the existing solutions for the important research topics
1n various research areas are mostly designed by using the single core processor
technologies; they are unable to adapt the new parallel computation platform inevitably.

In this project, we toke multiple-core and graphics processor as the foundation to design
an efficient parallel algorithm, and integrate the grid system to develop a conformity
high-performance computation platform. In this project, we carried on four main research
topics: First, the development of the multiple-core processor parallel computing
techniques. Second, take the advantage of graphics processor to construct high efficient
parallel algorithms. Third, integrates multiple-core processors and graphics processors
to construct a distributed high-performance computation platform based on grid technology.
Fourth, publishes above research results by web services. Moreover, the above parallel
algorithms all aims at MUT (Minimum Ultrametric Tree) and CCI (Chemical
CompoundInference), two important applications in the bioinformatics and drug research
fields. We have organized obtained results and published two international conference
papers in the projects.

Keywords: MultiCore, Multi-thread, MUT, CCI
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Abstract. To enumerate chemical compounds with given path frequencies is a
fundamental procedure in Chemo- and Bio-informatics. The applications in-
clude structure determination, novel molecular development, etc. The problem
complexity has been proven as NP-hard. Many methods have been proposed to
solve this problem. However, most of them are heuristic algorithms. Fujiwara et
al. propose a sequential branch-and-bound algorithm. Although it reaches all
solutions and avoids exhaustive searching, the computation time still increases
significantly when the number of atoms increases. Hence, in this paper, a paral-
lel algorithm is presented for solving this problem. The experimental results
showed that computation time was reduced even when more processes were
launched. Moreover, the speed-up ratio for most of the test cases was satisfac-
tory and, furthermore, it showed potential for use in drug design.

Keywords: Branch-and-bound algorithm, load-balancing, chemical compound
inference, drug design.

1 Introduction

The enumeration of chemical compounds that has the same characteristics is one of
the fundamental issues in Chemo- and Bio-informatics. Its applications include struc-
ture determination using mass-spectrum [1-2], reconstructing molecular structure with
given signatures [3-4], classification of compounds [5], etc. In an effort to improve on
existing algorithms, many studies have proposed different ways of dealing with the

* This work is partially supported by Nation Science Council. (NSC98-2221-E-216-023 and
NSC97-2221-E-216-020).

** Corresponding author.

C.-H. Hsu et al. (Eds.): ICA3PP 2010, Part II, LNCS 6082, pp. 178 010.
© Springer-Verlag Berlin Heidelberg 2010
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enumeration of constraints for other purposes, such as the virtual exploration of
chemical universe [6-7]. However, none can guarantee that all solutions can be found
since they are based on heuristic algorithms and require additional operations to avoid
generating isomorphic results.

The Kernel Methods (KMs) approach maps the data in the input space into a high
dimension feature space. The data are computed as points in the feature space where
each coordinate represents one feature of the data. In applying KMs to chemical
compounds, all compounds are mapped to feature vectors in the feature space. The
definition of feature vector is widely based on frequencies of labeled paths [8] or
frequencies of small fragments [5]. In this study, the pre-image problem was focused
on by enumerating all chemical compounds with the same path frequency. The de-
sired object was computed as a point in the feature space, and then the point was
mapped back to the input space. This point was called the pre-image of the point. A
given point in the feature space (frequency path) was then mapped back to the point in
the input space (chemical compound). Let 1 be the mapping function, then the pre-
image is defined as follows: given a point y in the feature space, to find all z in the
input space such that y = v(z). Therefore, the chemical compound inference (CCI)

is defined as follows: given a target compound ¢ and computed path frequency (c).

The objective is to infer all compounds c, ...c such that 4(c,)=1(c) for

¢t =1,...,n. Since the solution for CCI can be applied to new chemical compounds
with the same path frequencies, it may be useful in drug design.

Akutsu and Fukagawa have proved that to enumerate chemical compounds with
given constrains is an NP-hard problem [9]. The branch-and-bound algorithm is gen-
erally used to solve a wide variety of NP-hard problems [10], such as Traveling
Salesman, Knapsack, Vertex Covering, avoiding exhaustive searches. For CCI prob-
lem, Fujiwara et al. have proposed an efficient branch-and-bound algorithm [11]. The
branching and bounding strategies are based on the path frequency and the valence
constrains of atoms, respectively, to avoid the generation of an invalid tree, thus re-
ducing the search space. Although this algorithm outperforms the exhaustive search
algorithms, the computation time increases significantly when the number of atoms in
a compound grows.

A balanced multi-process parallel branch-and-bound algorithm for CCI (BMPBB-
CCI) was designed in this study. In BMPBB-CCI, the searching space is dynamic
divided into p subspaces with p processors. Since each subspace is independent, it
can be processed by a processor and then applied to a sequential branch-and-bound
algorithm. Hence, it minimizes the parallel communication cost between processors
since only local communication is required. Moreover, two types of queuing, global
queue (GQ) and local queue (LQ), are used for load-balancing in branching. A hash-
able and a serial data structure were used to store the path frequencies instead of the
Trie structure because it can be transferred between processors as a plain string.

The development trend in computers is one of multi-core processors. Adding more
cores to a computer makes it faster, but it also leads to difficulties in designing
programs. Although OpenMP [12] is a standard and easy to use multi-threading li-
brary that gives the performance of multi-core processors, it is not flexible enough for
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delicate operations or for designing complicated parallel algorithm. Therefore,
BMPBB-CCI was implemented using multi-process architecture (MPA). Different
from multi-thread architecture, for long running programs, MPA obtains memory
protection and access control benefits of operating systems. In addition, when a
process crashes it does not affect the remaining running processes. Moreover, it also
could be easily extended to distributed memory multi-processors system, e.g. a multi-
node cluster. The experimental results showed that BMPBB-CCI found the optimal
solution for chemical compounds in a short time. In addition, it also had a satisfactory
speed-up ratio.

2 Preliminaries

Being different from a simple graph, a graph that allows multiple edges is called a
multigraph. A multigraph without self-loop and cycle is called a multitree. Let ¥ de-
note a label set with each label representing a symbol of an atom, e.g.
Y ={C,0,H}. A X -labeled multitree can be denoted as T' = (V,E) with a vertex

set V and edge set E. A valence function, val : ¥ — Z*, is introduced to be the
maximum number of bonds an atom can hold, e.g. val(C') =4 and val(O) = 2. For
any vertex v in T, the valence of v is val(l(v)), where [ is the function returning
label € ¥ of vertex v. A chemical compound can be treated as a (3, val) -labeled

multitree, where the number of edges represents the chemical bonds between two
vertices (atoms). The path frequencies of the (¥, val)-labeled multitree are defined.

Let P = (v,,...v,) be the path in multitree 7" and I(P) = (/(v,),.--I(v,)) be the la-

beled sequence of the path. For a labeled sequence ¢, let oce(t,T') stand for the num-
ber of paths of ¢ in multitree 7', where the multi-edge is treated as a single edge.
Then ©* denotes the set of sequences with % labels, and ¥ = U’;Zl >* . The path

frequencies with level K are defined as f, (1) = occ(t,T) . Fig. 1 illustrates the

-
path frequencies of un-rooted (3,val)-labeled multitree (a chemical compound,
C,0O,H,) with level K =1. Where all paths are treated as "directed", thus
occ(OH,T)=0cc(HO,T)=1 and so on.

CClI is further defined in the following [11]. Given a finite label K > 1, a target
with path frequencies g, and a valence function val:¥ — Z*. Find all (3, val)-

labeled multitree 7" such that f (7') = g and deg(v) = val(l(v)) for each vertex v

in multitree T = (V, E) . However, the main concern with CCI is to avoid the genera-

tion of isomorphic chemical compounds. Many methods [13-14] propose to solve this
problem by choosing a unique vertex or a unique pair of adjacent vertices as a root.
Fujiwara et al. [11] applied centroid-rooted [15] left-heavy properties (Theorem 1) to
avoid the generation of isomorphic chemical compounds.
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H //0 £={(C.0.H)}
H—Cc—¢C val(C) =4
val(Q)=2
£ O H )=
F(T)

Fig. 1. Example of (E, val) -labeled multitree T

Theorem 1. For any tree with n vertices, either there is a unique vertex v such that

each subtree obtained by removing v to contain at most {(n -1/ Zj vertices, or

there is a unique edge e such that both of the subtrees obtained by removing e
contain exactly n / 2 vertices.

Vertex v is identified as a unicentroid of the tree, or a bicentroid for ¢ . In order to
introduce left-heavy properties, multitree 7' is indexed using a depth-first search
(DFS) order. In general, the vertex sequence, v,,v,,...v, , is labeled by DFS from the
root vertex. The depth function d(v) of vertex v is the number of edges in P(v),
where the depth of the root vertex is 0. The depth label sequence of T 1is defined
as DL(T) = (d(v,),1(v,),...,d(v, ,),1(v, ,)). T(v) denotes a subtree rooted at vertex
v and all of its descendants. The left-heavy properties are defined as follows. T is
left-heavy if i < j implies DL(T(v,)) > DL(T(v,)) for any two siblings v, and v,.

For any two depth label sequences DL(T))=(d, .l .d, ! d ,l ) and

1,077,071 ML T P, ) My

DL(T,) = (d, .1, .4, .1 d, ,I, ), DL(T)>DL(T,) means that there is a

2,072,070 P20 %21 7 Yo, o,
i € [L,min(n, —1,n, —1)] such that d,; =d, and [ =1, for j=0,..i—1.1In

addition to either (1) d, >d, ,or (2) d, =d,, and [, >, .

Fujiwara et al. [11] propose a branch-and-bound algorithm to enumerate all tree-
like chemical compounds with given path frequencies. It starts from an empty multi-
tree, then iteratively creates a multi-tree rooted in atom v, where I(v) € ¥ . After that,
new children multitree offspring can be obtained by inserting vertex v»' where
I(v') € X at the right-most path. If T violates (1) centroid-rooted constraints, (2)
[.(T) < g, and (3) deg(v) < val(l(v)) for each v € T then candidate T' is bounded

immediately.

3 BMPBB-CCI

BMPBB-CCI was designed on shared memory multi-core computers. However, the
built-in shared memory facilities of the operating system (OS) somewhat restricted
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portability to another OS. In addition, this facility allows fewer types of data struc-
tures. Therefore, a socket-based manager process was implemented which held
various types of data structures. In addition, the manager also could be extended to
distributed memory computing architecture, such as cluster systems. Fig. 2 shows the
framework of the BMPBB-CCI, where the manager module of the manager process
implemented a socket-based communication object which supported the data struc-
ture, such as list, double-ended queue (dequeue) and dictionary. A Global Queue
(GQ) was also implemented on the manager process as well as a Local Queue (LQ) on
each computing process to balance the workload among processors and to reduce
inter-process communication.

There are three different processes, main process (MP), computing process (CP)
and manager process (MgP). Since the valence of the H atom is 1 and always at-
tached in the leaf node, the H atom can be removed during branching operations. The
path frequency with the H atom is computed in step 2. After that, in steps 3 and 4, the
MgP is created and started, and the required shared objects are also allocated in this
step. In steps 5 and 6, the CP is created and launched at each computing core. More-
over, the obtained Id of created shared objects is passed to each CP. Finally, the MP
joins all launched CPs until it is terminated and then MP writes the results to disk.

Manager Process (MgP) Main Process (MP)
Sub-process
Manager - Launcher
Module Sub-process
lg—1 Synchronizer

Global Queue (GQ)

k‘E‘:IZl—N Computing Process (CP1)
Balanced Branch-
and-Bound Module

> | ocal Queue (LQ) !

|

Computing Process (CP,)

Balanced Branch-
and-Bound Module
® Local Queue (LQ) [

vw[o]  Teg*

Fig. 2. Multi-process framework of BMPBB-CCI

The branch and bound operations are done in CP. Moreover, CP also uses the
shared object to balance the workload. An overview of the algorithm of CP, show that
it is an infinite loop. It loops the algorithm over until all solutions are found. From
steps 2 to 6, the compound in LQ is chosen first. If the LQ is empty, then the
compound in the GQ is chosen if that is not empty. Otherwise, the new atom in inser-
tAtomQueue is selected as a new root of the candidate compound in step 5. The
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bounding operations are applied in steps 7 to 13. H atoms are inserted back to comp to
check the feature vector constrains and valence constrains in steps 8 and 9. The cen-
troid-rooted and left-heavy properties are verified in step 10 to avoid generation of
isomorphic chemical compounds. If the comp passes all verifications, it is inserted
into resultQueue in step 11. The comp is dropped immediately if its path frequency

fK(comp) greater than g . (step 13). Steps 14 to 17 are branching operations. In step
16, the potentially new pair of atoms are verified in the g . . If the pair is presented

in g . then the new candidate compound newComps is generated. Moreover, borrow

a single bond transformation as proposed by Fujiwara et al. [11]. The number of
bonds of the attached new vertex is limited by the maximum number of bonds be-
tween pairs of atoms in the target compound. Therefore, the searching spaces can be
significantly reduced to save on computation time. In order to balance the workload,
when there are too few compounds in the GQ, the newComps are appended to GQ,
otherwise the newComps are appended to LQ (step 17). Since the GQ is filled during
branching operations, the CP can immediately acquire the candidate compounds from
GQ without waiting for other CPs to transfer candidates.

MgP creates and obtains a shared object via socket-based connections. The benefits
of the shared object facilities are (1) they deal with various types of data structures,
(2) they have built-in synchronization facility, and (3) they share objects from differ-
ent computers. The algorithm for BMPBB-CCI is given below.

Algorithm. BMPBB-CCI

Input: Target compound and valence function
Output: Chemical compound which confirms to path frequencies of given compound
Environment: Multi-core architecture computers

Main Process (MP)

Step 1:  Remove H atoms from given target compound and

compute its path frequency g, . .

Step 2:  Insert the H atoms back to the given target compound and
compute its path frequency g, .

Step 3:  Create and start MgP and create a global queue on MgP.

Step 4:  Allocate shared object form MgP, resultQueue and
insertAtomQueue.

Step 5:  Create CP on each computing core in processor.

Step 6:  Start CP with following parameters: g ., g,

resultQueue, insertAtomQueue.
Step 7:  Wait all started CPs terminated.
Step 8:  Write the results to disk.

Computing Process (CP)
Step 1:  while True:

Step 2: if local queue is not empty:
comp = pop last item of local queue
Step 3: else:

if global queue is not empty:
comp = pop last item of global queue
else:




184 J. Zhou et al.

Step 4: if resultQueue is not empty: break
Step 5: else if insertAtomQueue is not empty:
comp = pop a atom from insertAtomQueue and create new compound
Step 6: else: break
Step 7: if num of atom of comp = target compound w/o H:
Step 8: Add H atom to comp
Step 9: if f (comp)!= g, : continue
Step 10: Check the centroid-rooted and left-heavy properties
Step 11: If pass the checks, add the comp to resultQueue

Step 12:  else: Checkif f, (comp) <= g, ,
Step 13:  for v in right most path of comp:
Step 14: if v is the last atom on right most path:

insertAtom = ¥

else: insertAtom = s forall s < [(next vertext of v)
Step 15: for s in insertAtom:

if (s,0) in g, :
Insert s on v to generate new candidate newCompo,...,newC'Ompq such that bond
< the maximum number of bond of pair .. in target compound
Step 16: if len(GQ) < (numberOfProcessors)’ | 2
Insert newComp, to GQ for i =0,...,q
else: Insert. to L@ for i =0,...,q

Manager Process (MgP)

Step 1:  Create a socket and waiting for the request.

Step 2:  if incoming request is shared object creation:
Create a shared object of request data type
return shared object Id

Step 3:  if incoming request is shared object read:
Read the corresponding shared object of given Id
return the read value

Step 4:  if incoming request is shared object write:
Acquire a lock object
Write the given data to shared object of given Id
Release a lock object

4 Experimental Results

BMPBB-CCI was implemented in Python language 2.6 on IBM System x 3650 T con-
sisting of 2 Intel Xeon 3.20GHz CPUs (8 computing cores, 4 cores per CPU). Two
data sets were used to verify BMPBC-CCI. One was KEGG LIGAND database [16],
the other was a set of 22 compounds for neuraminidase (NA) inhibitors of the influ-
enza A virus from Zhang et al. [17].

The chemical compounds in KEGG LIGAND’s database were used to verify the
performance of BMPBB-CCI, and path frequencies were computed for levels 1 and 2.
Due to page limitation, selected compounds and their properties are shown in Table 1,
where (1) C00064, C00073, and CO00077 are the entries for L-Glutamine, L-
Methionine and L-Ornithine in the KEGG LIGAND database, (2) n; is the number of
atoms of an entry and n, is the number of atoms which removed H atoms, (3) fs is the
number of feasible solutions found. Fig. 3 (a)-(c) shows the computation time of
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BMPBB-CCI with a different number of processes. It was found that a large number
of processes (computing process, CP) reduced computation time. Moreover, smaller
K values had fewer constraints and more feasible solutions were found (see Table 1).
Therefore, there were more candidate compounds in branch-and-bound operations,
leading to larger solution spaces to be traversed. The computation time was long
when level K was small. Fig. 3 (d) illustrates the speed-up ratio of BMPBB-CCI
from (a)-(c). The speed-up ratio increased when the number of processes increased.
Moreover, the speed-up ratios were satisfactory even for 8 processes. This result
showed that BMPBB-CCI was scalable.

Table 1. Properties of selected compounds

Entry n; n K fs
Formula
C00064 20 10 1 274
CsH,oN,O; 2 3
C00073 21 9 1 339
CsH;;NO,S 2 2
C00077 21 9 1 236
CH,N,0, 2 3
Computation time of different quantities of processes (C00064) Computation time of different quantities of processes (C00073)
250 90
80
200 70
- ~ 60
\;-% 150 :;/ 50
E 100 ——K=1 E 40 kel
= = 30
==K=2 —O-K=2
50 20
D_D\D\D 10
0 0 = —
1 2 4 8 1 2 4 8
Number of processes Number of processes
(2) (b)
Computation time of different quantities of processes (C00077) Speed-upratio of dfiirent entries o= ! proc.
—0—2 proc.
70 45
=—ty=4 proc.
0 ¢ —x % —x=3 proc.
50 35
3 £
ERl g s
[_g 30 ——K=1 1: 2
20 —O-K=2 & 15
T ;
0 0.5
1 2 4 8 0
Numberof processes €00064,K=1 C00064,K=2 C00073,K=1 C00073,K=2 C00077,K=1 C00077, K=2
Entries
©) (d)

Fig. 3. Computation time and speed-up ratio

BMPBB-CCI was used to infer novel chemical compounds for the second data set to
show that it had potential for drug design. A pharmacophore model consists of a 3D
arrangement of a collection of features necessary for the biological activity of ligands
(compounds). At first, the pharmacophore model (by Accelrys DiscoveryStudio) fwas
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constructed for NA of an influenza A virus from Zhang et al. [17]. Then the model was
tested with Tamiflu and Zanamivir. The results (Table 2) showed that it was reliable
since the predicted I1Csy and actual ICsy were on the same quantity level. Finally, the
model was used to test new chemical compounds inferred by BMPBB-CCI. Due to
page limitation, only the compound Cpd was used as an example (Table 2). The new
compound Cpd-Reb had a better predicted ICs, and Fit value than Cpd-Ori. Discover-
yStudio CDOCKER'’s docking program was also used to compute the interactions
between compound and protein. The best CDOCKER interaction energy for Cpd-Ori
was 42.565. The best CDOCKER interaction energy for Cpd-Reb was 45.324. The
docked poses are given in Fig. 4. These results showed that the novel compound Cpd-
Reb may be a candidate for NA inhibiting of the influenza A virus.

Table 2. Results for test compounds in the pharmacophore model

Compound Actual ICsy  Estimated ICsq Fit * Map*ped feaiure * _

(nM) (nM) valuee HD1 HD2 HY NI PI

Tamiflu 1 8.502 10.95 + + + +

Zanamivir 1.3 4.848 11.194 + + + +

*Cpd-Ori 6300 5639.67 8.129 + + o+
*Cpd-Reb NA 6.577 11.062 + + + +

"HD1: hydrogen-bond donor 1; HD2: hydrogen-bond donor 2; HY: hydrophobic group;
NI: negative ionizable group; PI: positive ionizable group.
*Cpd-Ori: original compound Cpd; Cpd-Reb: novel compound inferred by BMPBB-CCI.

(a) Cpd-Ori (b) Cpd-Reb

Fig. 4. The Cpd-Ori and Cpd-Reb docked pose into NA protein (PDB code: 2hu4)

5 Conclusions

An algorithm (BMPBB-CCI) was designed and verified on multi-core computers.
From the experimental results, it was observed that BMPBB-CCI reduced computa-
tion time with more processors in the case of the KEGG LIGAND database. It also
achieved a satisfactory speed-up ratio for most of the test cases. Moreover, it showed
potential for drug design.
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Abstract—Extraction of frequent patterns from a  Although many Apriori-like methods have been proposed [3-4],

transactional database is a fundamental task in data mining. Its
applications include association rules, time series, etc. The
Apriori approach is a commonly used generate-and-test
approach to obtain frequent patterns from a database with a
given threshold. Many parallel and distributed methods have
been proposed for frequent pattern mining (FPM) to reduce
computation time. However, most of them require a Cluster
system or Grid system. In this study, a graphic processing unit
(GPU) was used to perform FPM with a GPU-FPM to speed-up
the process. Because of GPU hardware delimitations, a compact
data structure was designed to store an entire database on GPU.
In addition, MemPack and CLProgram template classes were
also designed. Two datasets with different conditions were used
to verify the performance of GPU-FPM. The experimental results
showed that the speed-up ratio of GPU-FPM can achieve 14.857
with 16 times of threads.

Keywords—frequent pattern mining, parallel processing,
graphic processing unit (GPU), OpenCL

L

Both in business and scientific research, there has been a
tremendous growth of data that needs to be processed.
Extracting information from large amount of data is necessary
in making correct and effective decisions. Different methods
have been developed to determine the characteristics and
interrelationships of data. Association rule learning,
classification, clustering, and regression commonly need to
mine data. Extraction of frequent patterns from a transaction-
oriented database is one of the most important of these.
Frequent patterns represent the number of times an itemset
appears in a given database. Therefore, if an itemset is frequent
it means there are strong relationship between items.

INTRODUCTION

Most frequent patterns mining (FPM) either uses the
generate-and-test (Apriori-like) [1] or the pattern growth
approach (FP-growth) [2]. The core concept of the Apriori-like
approach is that if the length & pattern is not frequent in the
database, then the super-pattern (length £+1) will not be
frequent. It uses a bottom-up approach, extending frequent
subsets one item at a time. Since the generated candidates are
independent, this approach is suitable for parallelization.

* This work is partially supported by National
Science Council. (NSC 98-2221-E-216-023)
+ The corresponding author.
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the computation time increases significantly when the database
contains a large number of transactions. Some studies [5-7]
apply parallel and distributed techniques to speed-up the
mining processes. However, most of them require a high
performance computing system, e.g., a Cluster or Grid System.

In recent years, the graphic processing unit (GPU) has
developed from a 3D rendering device for games to a general-
purpose computing device [8]. While the GPU can only
execute some simple instructions and functions, compared with
CPU, it has a large number of computing units. Moreover,
using GPU as a high-performance computing device which
does not only reduce the deployment cost but also saves on
maintenance. GPU programming strategies can be classified
according to either graphic APIs or GPU programming
language. It is difficult for developers to use the graphic APIs
since they need understand the graphic hardware and encode
their data to graphic vectors. The most serious problem is the
use of previously designed parallel algorithms. Therefore, GPU
programming language is currently being used to develop
GPU-enabled programs. NVIDIA and ATI have been proposed
as GPU programming language by CUDA [9] and Stream [10]
respectively. Programs can be written in C programming
language (C99) to use the power of GPU. However, CUDA can
only be used on NVIDIA’s GPU and vice versa. Therefore,
OpenCL [11] was proposed in 2009 to deal with this situation.
The program design with OpenCL not only can be executed on
different brand GPU devices, but also on multi-core CPUs.

In this study, the GPU-FPM algorithm was used to speed-
up the mining processes for FPM when using GPU. Although
GPU is a powerful computing device, there are limitations: like
memory size, memory latency, etc. Therefore, the data
structure has to be re-designed for the FPM algorithm on GPU.
Since the verification time dominates computation time, the
main goal of GPU-FPM is to use GPU to verify generated
candidates in order to speed-up the FPM processes. Compact
Data Structure, MemPack, and CLProgram class were used to
achieve this. For verifying the GPU-FPM performance, it was
implemented on Microsoft Windows with OpenCL 1.0, in
addition, data generated by an IBM Quest Data Generator [12]
was used. The proposed algorithm was tested under different
conditions, including different transaction lengths, threads,



block sizes, and thresholds. The experimental results showed
that GPU-FPM significant reduced the computation time with
increasing threads. The speed-up ratio achieved 14.857 with 16
times of threads (in case of the T40110D100K threshold being
1900, and block size 10). Moreover, even in the worst case,
GPU used 89.942% of the execution time. This means that
GPU-FPM efficiently used the GPU computing power.

The rest of the paper is organized as follows: In section 2,
the FPM, GPU, and OpenCL are described. The proposed
GPU-FPM is introduced in section 3 and the experimental
results are illustrated in section 4. Finally, the conclusions
discussed in section 5.

II.  PRELIMINARIES

A.  Frequent Pattern Mining (FPM)

The main concept of FPM is to find the number of times a
given pattern appears in a database. FPM is defined as follows:

Let D be a transactional database consisting of a set of
transactions 7,,7,...,T,: D={1,T,,...,T,} . Let I be a set of

items i,i,,...,i, , a set X ={i,i,,...,i,} =/ called an itemset
or a k -itemset if it consists of £ items. The support of an
itemset X is the number of transactions containing X .

support(X,D)=|{i|XgTI.,Xg1}| fori=1...n

An itemset is called frequent if the support is greater than or
equal to the given absolute minimal threshold &. FPM is given

a set of items 7/, a database D, and a minimal threshold &,
then find FP(D,¢&).

FP(D, &) ={X < I |support(X,D) > &}

B.  Graphic Processing Unit (GPU)

GPU is a parallel-oriented computing device. It always
consists of massive processing units to perform mathematical
computing. It used to be used as a co-processor CPU for games
and 3D design applications. The DirectX 9 proposed in 2005,
has taken graphics cards to the next generation because of
vertex and pixel shaders being integrated in general-purpose
processing units—introducing the universal shader. The
mainstream GPU has hundreds to thousands computing units.
Each unit can be regarded as a simplified CPU. Compared with
the multicore CPU, the number of processing units has also
increased. Consequently, GPU also has a whole new
application—general-purpose ~ computing on  graphics
processing units (GPGPU).

C. OpenCL

The GPU programming language can be classified as
graphic APIs (DirectX, OpenGL, etc.), GPU programming
language (NVIDIA CUDA [9], ATI Stream [10], OpenCL [11],
etc). Previously, GPU programming required developers with
in-depth knowledge of graphics programming and hardware. In
order to utilize the computation resources on GPU, developers
had to encode data to a graphic vector, and then use the
DirectX or OpenGL functions to perform rendering. After that,
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the rendered data had to be decoded. This procedure not only
required graphic programming knowledge, but also depended
on different GPUs. Recently, CUDA and Stream have been
proposed by NVIDIA and ATI. Both of them provide C
interface and allow developers to adapt the hardware, e.g.,
number of processing units, size of local and global memory.
However, previous frameworks could only be used with the
respective GPUs, e.g., CUDA could only be executed on
NVIDIA’s GPUs.

In order to solve this situation, the Khronnos Group and
many industry-leading companies created the OpenCL.
OpenCL is an open and cross-platform parallel heterogeneous
programming system. It provides a uniform programming
environment for developers to write efficient and portable
codes using a diverse mix of multi-core CPUs, GPUs, and other
processors.

1.  GPU-FPM

The goal of GPU-FPM was using massive processing units
on GPU to speed-up the FPM procedures. However, each
processing unit on GPU can only perform simple instructions.
Another important issue is memory size and access latency.
Therefore, the algorithm and data structure had to be re-
designed for GPUs to fully utilize its computation resources.
Figure 1 illustrates the architecture of GPU-FPM. GPU-FPM
has the following features: (1) data handling between CPU and
GPU, (2) compact data structure, and (3) highly parallel.

MemPack Pattern Verification
Host2Device GPU
Device2Host

“ Candidate Generator
CLProgram CPU

Parameter Parser

«

Kernel Launcher

Figure 1. Architecture of GPU-FPM

A. Compact Data Structure

The memory access latency on GPU is very high, and it
limits the computational speed-up ratio. Therefore, reducing
the number of fetchings of memory improves the performance.
It fetches the memory many times if used directly on a
transaction-oriented database. This is because the entire
transaction needs to be scanned for verifying each single
itemset. Consequently, a transaction identification set (7idser)
was used to directly select transactions instead of scanning
whole databases. Tid and Tidset were defined as follows:



Tid(i,) =4, NT, # D} for k=1...n
Tidset = {Tid(i,)} for j=1...m

For example, if transactions 1 and 3 contain item i ,
Tid(i,) = {1,3} , then a whole transaction-oriented database is
represented by Tidset. In order to store the Tidset to memory
on GPU, TidValue and TidIndex arrays were used to represent
Tidset. Figure 2 is an example of TidValue and TidIndex
arrays. The TidValue array stored the Tid of each item, e.g.,
Tid(i,) ={1,3} , Tid(i,) = {1,2,5} , Tid(i;) = {2}, etc. (Figure 2
(a)) The boundary of each item on the TidValue array was
determined by the TidIndex array. The TidIndex stored each
items start and end position, e.g., item i, ranging from 6 to 10

means six cells were used for i, in TidValue array and values

were stored from TidValue[6] to TidValue[11]. Therefore, the
information required for mining was transformed from
database to two arrays.
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(b) TidIndex
Figure 2. Example of TidValue and TidIndex
B. GPU-FPM

Compared with CPU, GPU is special hardware with
massive processing units. GPU processing is in single
instruction, multiple data (SIMD) and there is no support
recursion on it. Therefore, a compact data structure was
designed and implemented to store necessary data for mining
on GPU. The FPM could be roughly summarized to the
following steps: load database, generate candidate itemset, and
verify the candidate itemset frequently or not. Candidate
itemset verification usually dominates computing time.
Therefore, in this study, GPU was used to reduce candidate
verification time.

GPU-FPM was an Apriori-based mining algorithm and it
generated and verified the itemset to produce frequent patterns.
Since memory access between CPU and GPU is a common
operation, MemPack was designed to lower GPU programming
complexities. MemPack is C++ class template that provided
abilities to store different types of data, e.g., int, float,
customized structure, class, etc. Two transfer functions:
Host2Device and Device2Host and two memory control
functions: ReleaseHost and ReleaseDevice were also provided.
Moreover, the CLProgram class was also designed to have the

following abilities: allow arbitrary number of parameters, bind
arbitrary of MemPack, launch with arbitrary number of threads,
and launch with CPU. The GPU-FPM algorithm follows:

Algorithm GPU-FPM

Input: a transaction database D and a given minimum
threshold ¢&.

Output: a complete set of frequent patterns FP(D, ).

1. Load D from disk.
Generate Tidset via scanning the D and store it on hash
table.
Transform hash table to compact array structure—
TidValue and TidIndex.
Create MemPacks mpTidValue and mpTidlndex to store
TidValue and TidIndex.
Perform  Host2Device
mpTidIndex to GPU.
Use prefix tree data structure to generated candidate
itemset.
Create MemPack mpCand]IS to store generated candidates.
Perform Host2Device to copy mpCandIS to GPU.
Create MemPack mpResults for storing results.
Create CLProgram c/Prog to store related parameters and
bind the mpTidValue, mpTidindex, mpCandIS, and
mpResults.
Perform launch kernel of c/Prog (on GPU)
a. Each processing unit (PU) allocated a set of candidate
itemsets (Cls)

b. for each Clin Cls

i. PU compute the support of CI according to
mpTidValue and mpTidIndex
If support of CI greater than or equal to given
threshold & then set it is frequent on mpResults,

to copy mpTidValue and

= o >

11.

ii.

else is not frequent.
12. Wait until kernel code executed.
13. Perform Device2Host of mpResults to store the results.
14. Perform Step 6 until all candidates generated and verified.
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IV. EXPERIMENTAL RESULTS

In order to evaluate the performance of the proposed
algorithm, GPU-FPM was implemented along with OpenCL
library and Visual C++ on Microsoft Windows. Synthesized
datasets generated by IBM’s Quest Synthetic Data Generator
were used to verify the algorithm. The hardware and software
configurations are given in Table 1. The algorithm evaluated
with different transaction lengths, different threads, different
block sizes, and different thresholds. Table 2 gives the details of
the dataset testing.



Table 1. Hardware and Software configuration

Item Description

CPU AMD Phenom II X4 965 3.4 GHz
Memory 8G DDR3 memory

GPU ATI Radeon HD 5850 with 1440 stream

processing units and 1G DDRS memory

OS Microsoft Windows 7

Compiler  Microsoft Visual C++ 2008 w/ SP1

SDK ATI Stream SDK 2.0 w/ OpenCL 1.0 support

Table 2. Statistical Characteristic of Datasets

Dataset Avg Trans Avg Len of No of Trans
Len Max Pattern

T10I4D100K 10 4 100

T40I110D100K 40 10 100

A. Various Thread NumberrsQuantities

In this section, two datasets with different threads and
thresholds were used to verify the performance of GPU-FPM.
Figure 3 and Figure 4 illustrate the computation time of various
thresholds and threads. The computation time of the same
threads was affected by the threshold. A smaller threshold
refers to a smaller degree of support becoming a frequent
pattern. There were 385 and 13,253 frequent itemsets with
£=1000 and &£=200, respectively. The speed-up ratio is
depicted in Figure 5 and Figure 6. For 16 times of threads, the
best speed-up ratio was 13.066. Even in the worst case, it was
11.037. The average speed-up ratio was 12.576.

B. Various Block Sizes

In this section, GPU-FPM used different block sizes to
verify the performance. The block size is the number of
candidates that each processing unit on GPU deals with at each
kernel launch. A small block size implied that the kernel had to
be launched more times. Figure 7 and Figure 8 show the
computation time of various block sizes. The Var stands for the
block size changing with the number of threads, and the block
size (blockSize ) and number of threads (noOfThread ) had the

following relationship.

blockSize* noOfThread =1024

Although a larger block size saved a bit on computation
time (block size from 2 to 10, saving 0.826 second in case of
T1014D100K with 1024 threads), it only had a small influence
on computation time. In some cases, larger block size even
caused more computation time. The speed-up ratio is shown in
Figure 9 and Figure 10. The trend of the speed-up ratio could
not be observed from the results. According to the experimental
results, the block size had no significant effect on the
computation time.

C. Computation Time used by CPU and GPU

Finally, the computation time used by CPU and GPU is
depicted in Figure 11 and Figure 12. GPU occupied most of the
computation time in all cases. This means that the GPU-FPM

algorithm on GPU had the biggest workload. It also pointed out
that pattern verification required much computing resources
than pattern generation. For 1,024 threads, GPU occupied
93.837% computation time on average.
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Figure 3. Computation Time of Various Thresholds (T1014D100K,
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Figure 4. Computation Time of Various Thresholds (T40110D100K,
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Figure 5. Speed-up Ratio of Various Thresholds (T10I4D100K, B10)
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Speed-up Ratio: Various Threshold (T40110D100K,B10)
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Speed-up Ratio: Various Block Size (T1014D100K,T1000)
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Figure 6. Speed-up Ratio of Various Thresholds (T40I10D100K,
B10)
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Figure 7. Computation Time of Various Block Sizes (T1014D100K,
T1000)
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Figure 9. Speed-up Ratio of Various Block Sizes (T1014D0100K,
T1000)
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Figure 10. Speed-up Ratio of Various Block Sizes (T1014D0100K,
T200)
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Figure 11. Computation Time Occupied by GPU and CPU
(T10I4D100K, T1000, B10)




Computation Time Occupied by GPU and CPU
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Figure 12. Computation Time Occupied by GPU and CPU
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V. CONCLUSIONS

Frequent pattern mining (FPM) is important and
fundamental in data mining. Most FPM methods can be
classified as Apriori-like or FP-growth-like. However, the
computation time increased significantly when the number of
transactions grew. In this study, a GPU based parallel
algorithm—GPU-FPM was used to speed-up the mining
processes. In order to conform to GPU hardware delimitation, a
compact data structure was used to store entire database in
GPU. Moreover, two template classes, MemPack and
CLProgram were also used. Two datasets with different
conditions were used to verify the performance of GPU-FPM.
The speed-up ratio was 12.57 and 7.11 for 16 and 8 times of
threads on average. In addition, most computation time was
occupied by GPU because of all pattern verification processes
being performed by it.
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