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This paper proposes a line segment method to estimate
the depth information from a pair of rectified
images. This method can achieve real-time and high
quality stereo-matching. The first step uses a simple
edge detection to find out the line segments in the
reference image. The second step is to calculate the
color difference of each pixel from a pair of
rectified images, and the difference is saved to a
cost matrix. The last step is to find out the minimum
difference of each line segment as the corresponding
line from the cost matrix. After finding the
corresponding line, it can discover the disparity of
each line, and use the disparity to convert depth.
Unfortunately the line segments matching method is
susceptible to cause error in occluded areas, so we
propose three methods to refine the depth map. The
first step is to detect areas with large variation of
disparity value ; the difference between the
foreground and background disparity values is large
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in occluded area. The larger the occluded region 1is,
the higher the error rate. The second step is to use
nine blocks to find the possible pixels with wrong
depth. The last step is to detect areas with mild
variation of disparity value. The difference between
the foreground and background disparity value is
small in these area, but there may still occur errors
in these occluded area. We find out these error
areas, and then count the disparity values of the
similar color pixels around these area. The disparity
value that has the most pixels replaces the wrong
disparity values. From the experiments, it is proved
that the proposed three refined methods can
successfully correct errors in occluded areas and can
accurately estimate the depth information in real-
time.

depth map, stereoscopic image, stereo matching, line
segments
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ABSTRACT

This paper proposes a line segment method to estimate the depth information from a pair of
rectified images. This method can achieve real-time and high quality stereo-matching. The first step
uses a simple edge detection to find out the line segments in the reference image. The second step is
to calculate the color difference of each pixel from a pair of rectified images, and the difference is
saved to a cost matrix. The last step is to find out the minimum difference of each line segment as
the corresponding line from the cost matrix. After finding the corresponding line, it can discover the
disparity of each line, and use the disparity to convert depth.

Unfortunately the line segments matching method is susceptible to cause error in occluded
areas, so we propose three methods to refine the depth map. The first step is to detect areas with
large variation of disparity value; the difference between the foreground and background disparity
values is large in occluded area. The larger the occluded region is, the higher the error rate. The
second step is to use nine blocks to find the possible pixels with wrong depth. The last step is to
detect areas with mild variation of disparity value. The difference between the foreground and
background disparity value is small in these area, but there may still occur errors in these occluded
area. We find out these error areas, and then count the disparity values of the similar color pixels
around these area. The disparity value that has the most pixels replaces the wrong disparity values.
From the experiments, it is proved that the proposed three refined methods can successfully correct
errors in occluded areas and can accurately estimate the depth information in real-time.

Keywords: depth map, stereoscopic image, stereo matching, line segments
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B4R l%&‘ ik A= ik 2 8LIFRGB ¢ 24 @ty > 3§ d=1 FE?{%-‘ B R E® hif
FRA LB PRAEECE e 2 2H - BiF e Fd RGB Bt E o AP A g e
E(d)® 2 % (d=0,1, 2 du) » 4 2* -] hE ()i d 3§ = e PR L B - 2% 40F) 16(c) -
KR P keagnek T AF o et o AP R A E ol GBI RS R
By kepREx 2 A jERRkcEm - BARET G - Bk Ry
HoE Ao

n

d)=> Ega(d)ifn>1 6)

i=1

E(d)=Ega(d) ifn=1
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Edata(d):‘pR(Xi’ y)-da(x —d, y)+‘pG(Xi’ y)-ds(x —d, YX D
+‘pB(Xi' y)_qB(Xi -d, yx

ATV R e 2 T F — B ’ﬂ’** 34 & i v (Global optimization) 2 ;4 (3) %3+ % -
PR ()i 250 (8) 0 Esmooth B L & A g AT i F BRI AL B 0 Aok BARITAR AL
APEEAR = 0 Esmooth 7 B € AR S 0 gt P E L T GRIFR 1Y T o Egmooth T AN P2 5 (4)AL
£ Egmooth 785 2 38(9) o BAept ﬁﬁ»mli»% BLAZ I - BRI AN R aaRiTEREE P 2 R L
DG FABARLE D BACRE T G - BEROF ) AR R S FBEGAR A E o X A
Poif? Gk T A E oy SR thdE AR o dis(x,y) 5 ¢ A HRE BaER
A B o Esmooth + EB-SEP #7F fF B 3R 0 AR N SE E(d)ES ) g (THE
=% -d mﬁ*{l“ % ﬂ*{%ﬁa; B o 5% Bl4cB 16(d) » K % %l%]'* Sl S NSNS

%Lbﬁ'{lzﬁ’l v e B4R 3R E RS 0 R Yo ",’tiiw:_-gio
d)= ;Edata(d)+§/1Esmooth(d) ifn>1 )
E(d): Edata(d)"'/lEsmooth(d) ifn=1
d —dis(x, —1,
Esmooth(d): | ( I y) ifn>1
+|d —dis(x;, y —1) %)
Esmooth(d)= ‘d —diS(Xi, y-l} |f n=1

AT R ET - B R kL o e M ERIT G Bend TR > PR N T -
Azde r b SR 3 11X R s (window)ds § D F I R AeAe ko 28 (10)3E oo
FEFAREY G G F BT E I T BB d 258 (Teea 25811 o pr & 2 B
HRE? hifF gl d 22 s v B0 hF B d 2% o B X RHCR 16(e) LS %
Blaf e 16(c)F 7 P Ageheed o focdks B3 S o SR PE RS W » T iEA B
2R R RN e g o @ P e B Rk 2 3R koo deRl 150 F 2 S R
EHRES ERKRBHNEE > 2B 5 v r Baen 8% 0 LR e r 11X L8 &
F_ M EE T B 2 & H Eaon? 11%] £ 4 1’;?"‘%— Ao * o NP HIES B E - AR ¥ >
EE A0 (12):d 2ARALEW=0,1,2+dw)on & B w bt FHendE | ¢ P75 ik B B
Eoata 3 258 (11) X #8355 > Bawoon 5 259(9)2H 5 o B % 4cB 16(f) > o BEBFRE & {80
E T B o kR BT e B o

E(d)=zn“25:Edata(d) ifn>1

i=1 k=-5

: (10)
=Z Ewa(d) ifn=1
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E

d)={ +|ps (%, y+k)=0ds(x,—d,y +k) (1D
s(x —d,y+k)

data

‘pR(Xi’y+k)_qR(Xi_d1y+k1
q
q

+[ps (X, y +k)-

= i ZS: Edata zﬂEsmooth |f n>1
(12)

i=1 k=-5
5

[iN

Ed + ﬂ'Esmooth (d ) If n=1

k=1

ata

R EEEAGEE o)

[ EsmooTH % St window

7 PR e 3k

RB15 F = eh@ fg»\;; - B r e L w0 2 BBl de X BaoondB 8 0% 0 4
Em,‘,’ I%\ﬁ- S )‘ lﬁ.ll*l ‘F\'—'{“u 5 fb m‘l‘g‘ » B3 ‘:’rJ‘a I%» 4 )‘Esmoothlé_.ﬁ—‘qﬁk‘-S l?11*1 !FP% 3

is m“;';— o

d o7 B ek VR RE P 50 ‘gm W EFREE A g Ak g o Fli MR S E
R 0 @ Y [k Bhend X BAPITRE 0 2R F A LA RE o 7 b & Egmooth 7 24
P R FERE o ek 2 Y RER EAIEG S o B 64 o 1E b BT
% ghend %’3’??% B2 o P BB NS DT M- Az g AR T 11X S B (window)
F 5 P\ MR Ak o W u—ﬁ :n;;gm;lz? i ;)J’%:}g_i - R R AU o A A ]
?ﬁz@,‘#ﬁtm&iﬁ“%éﬁ—#}é LR T APT - BRERD T 2B R LR RS D

#
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(e W
W16 Teddy(a) 5 =8 %> (b)) 5 + &M ()il F * 11X T sl B 4e 120 2 (28 % Baoonsi % >
(d)()z?ﬁ ié & 11*1 ﬁj?\’iﬁnﬁl‘ 4r ﬁj&%% ° (e)l)‘lvﬁ f% * Esmooth‘:”j""‘?!"'];‘gt ’ (f)ié & 11*1 ﬁj?\'—'iﬁn,‘a}‘ fe ) &

T% & Esmooth‘:"fq":é“%gc °
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4.4 BRIBFET B 2 g

d Bl 16 7 74 P ARED S O AR EEE B BIEF AR BRI £ H 2
e B e B g o d %«a.jgm,ﬂ,@ﬂ(ﬁ%)ﬁ B %Eﬂ' SE R B o Ak
B fe ®e i cnd DA TR FAEOG RIS R DI LE - FL AR 2 R
BRI i 8 07 Voo Fo B LS HREERSALLL B I S
REETFEFFMRL B E R0 - U PR L AP 4 B
FHRGPR] SAPE B R BRI R PILE . $Z B A
EHHTRAE R R DR PREFRMALRT g2 PR 7 RRE

F ARV A e

‘“—’}
b

9

AR
=

WEEW

W

A

o

I

Iodm A
"

RS
4o

|

v
e
NN N

T &

a
.

441 BRI ETSARL LB FIZ e

FAXNPALL GRAREHERELDRLIFN < g 2o %?—r;—.'g FRARLPN * ands

e
PRRARE P B P B o T R R o GFT R
B e A PRI HARLRE A PR

d ** Middlebury =k cpl3E Bl 5 3 A AR Z & RALA chfiin f AR Z R = ik o
N ARG A EH o T G DGR SRS HERE > R
= F R e B E TR G - RGBT R LT R RS =¥ Rl T
o HBhEFARN  FRA BT RS ABA YA R R R 2 d BB
RARIEFORE c BT AP PIR EENBFE LA RY AP FRENBS 2 F
AP REOFREYBFEFER ERE < (FR A% R 4 JRREL B IER RIT > ST 24
B4 ) o AR E G - 0§ L R A 2 AR R B B
T BT G e

depth

pe T

bl

NN

7

=\

ETS

l

depth

C— A A
m— I:IB:I

X

BILT P AR o i Pzl TRIG TR  BREFERRT B Bk T
Bfi=® o ’ff'BAv\Vv'Iz T it 2 d R GARBFDERE -

A idplen 2 A HETE - BREDZ LA BRE > dok + F ML L B S 2

d 28013k AT Bart FREDRLE

WRE AL EPEF > Vo )’I‘u’ﬁ P frentiin o Fpt
WL BB TR L B S AR 1 1 g o PR @ﬂﬁz’i%ﬁiﬂ?ﬁ?m? R SR AR A U Sl
Blenptisde k Q&7 - EMETAERLE S A7 2 FRETEERE > DU(Q): ZME N
AL E > DUS) s + METULEL B o Bar rﬁﬁ»myrﬁ; B IR GURR B~ A28 | s 0 7R
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B Line(p)engk#igfhzede k o o B 18 3p » B¢ § % ¢ P d RES @ = BRE > B4
BB A AR BRI N B REL 0 dod dom AL BUREE ALE B > S & AL RIS
L BRE S E T % RE PR R P AT L REPAER Q&7 E RE PR
Bk R (FS ) 2 MBS el L X AgiB | b e PRAAR (R (i d )
7};»}; TR FC] 0 T A P S R AT K o R R Ao B 19 91T 0 2 BB L AP
BB R o £ BB 0 APRT K1Y 4.2 F B g ok ke o g en
FERAcR 19(d) om0 AR BB GREFTDRF )L g% 0 7R 19(b)E 19(d)
FEBL AN I e 2 R B R A g e o

D,(Q)-D.(5)=2 (13)

Detectable
44— Left line segment —» <— line segment —P» 4— right line segment. —#

s DD Tel T o

W18 W® F %d pid PRES = BPRE BAo- ME(FF )il L v 2 RE(H 6 )ER

BN AU Rt o PRA R (2 )7‘*&57}}‘»%?& °

(a) W

B119 Teddy(a) 3 = 8 if(b) 5 it

(SR o
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4. 4.2 3§ th 3

BT oS AR A R o A Rie AUE IR IR R S 0 MU G ARE T 0 AT

ML A BT F ’}5 45 o d ”;:Wﬁlsﬁiﬁirmﬁfﬁmé’ m; MoE R E AT AT %‘&rfa bl "‘:j—*lz
f-&.w“ OB AL E o T AP R - B2 AL PR F R T BIEFFF
B FIN OF ok B e hif R B L RO PAERE o A PR B L e 2 S
gL M IE R P IR VRALL A B R ORI S R R AR B e
LG F R A E o A EHE RN G RARs R B 2t TR BRI TR 0 R BT
Lfs o A g gt B e s B o

FI* 32 HAP S RFERP T Gd Bl L@ 0 4 il ie 8L Line(p)sns — B p
@%émm;mmmwNﬁmﬂNm%@z?oy;»u@%w’&£*%@ﬁm%ﬁﬁﬁq
B Baheg BN g 2R p Bend $24 @[ P A th e o 78 H(DL(@)#4e 10 Di(@) % 7
i_’?g l/‘g\‘:l q g&;f‘g\% fg&%‘;’f’mﬁai '/E— °
D, (P) = argmax H (D, (a)) o

Bt it A A AR B dGBR A E)=0,1,2--max * NI F B gL B
PALE B KRB PR R B A & o

4.4.3 Bipl- & HEDEFARAL B

BT ORAPR G- OB L 0 P RS ) "f FENBE o NP R R
Bt - B %%}};"K e ZBEaML A B o SRS ANE g-i 9T BALE B > ok 52— BALAZ B
PR S FEF D 2% PRE A RS el PR BARL B E S I kT ¥ fRiede
koo I g3t H st B h2*wW/2 §e R B o B L B (h=9 (e B > W= o E
B It e s a2 B ol BERF o4 BEFRZAE LR 20 ¢ H[1,2,34]
[5,6,7,8]°[9,10,11,12],[13,14,15,16] - [3,4,9,10] - [2,5,4,7] - [7,8,13,14] » [10 13,12,15]-[4,7,10 13] o
T B R A Bl ¥ HETE BALL BB #c] Y h/2*W/2*%0.02 dsE(h: B2 & will ik
o A @%Fﬂw
P VP AR R e e Bl 4.9(0)fr 0 2 d BB A ARSI E B
AT ks {‘f | % 4.9 _q_;’f”ti;:_ e R ?&r{_i;l,i ) nt_i"i (6% 4e@ 4.9(d) - ¢ B 4.9(b)
L w P G E R A (DL ot o T g @ kR G 7 el o

P
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9 10 | 13 | 14

11 12 15 16

F20 ¢ % 7 4 B 1678 % 4 -

IWANPELHLREREY S, BRBAKSRONEF L BAo- BHFEREFAE? g 4o

B 210 @ A8 % v BB kR GE  ZRAEIRY o R e € e & g iR enif R
E’H;O ﬂég‘\;i’ial%jﬁﬁﬁ‘— Tﬁ;%fi’é’\%ﬁ_l P‘?’%]ﬁﬁ“"ﬁ_/‘ﬁ LSV

R A T@‘?\:iﬂaj\fé@‘fb;_l_ R

ah
P

RI21 ¢ < FB e 2k~ B e BEF Bt PR * g BRAR ,

Sk et > PR
B E g 2§ ke S e« 50 LRI 0 Y 0 4 B Rk

>U B o
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(c) (d)
8122 Teddy(a) & = th(b) & :x L = e (c) 5 2 iF° #&x}hf}*;m& Bk zd o (d)d

is m‘% o

ﬂk

444 BRAEFETBRLLERTE SRS

FZ B RReh 2 441 02— 4R d e NP RAL R ] ek S ek
@Lﬁp%ﬁi%'“l BawRP LG Ritd c RLTEORE i}u{w-g;ff‘;; Bt BARL
3] efFw o AR R 7 MEEBEPLZR A [ 1> e {@'E’F“Eiﬁi ﬁf»ﬁp"ri' » fk R
K‘J"L’HP“’”—E gl ATIiE B S AR T R 3 R E L o AP KT E - BARE

@ﬁ5’$%r§mﬁ&{ﬂ£m“i§ﬁ&mﬁ£m«%z%1ﬁm,jgﬁgm
M B L RE AR AL B4 E 3 APt B R e A ko1 * 2 58 (15) R 7> DL(Q)
A EMEGRAE > DU(S) R +AME AL E > DU(P) F AR B RIME L B 0 Q F AR
HEELS LM DIREEE P AW RRE AR E B BArt B MR AL B 2R
el £ 4 30 %30 ] ehis 0 £ 0 BRI 2 L hREAR L AP & e o PR R
REBAIEA R o d B 23WP > B® § 5 P Pd JPESRF= BRE > B REL T4
WRIME N R > 2 d R A TR R T REJFTORE > I RE A R RIRE D
LHRE S EASI REAEELE P AT RESEELE QA7 Fd RE AR -
BRLEAE(F ) 2 RE(FF gl L B A8 1> &2 i ,?l]%:{{.ﬁ,\(‘f ¢ )
WRE(FES )il L EAp & egd o 7R R (2 d )T” SRR FED] 0 T A
R B AR eA K o B % doB] 24(c)HTF 0 BB ehsE fR e A R ?"Tiw A 4.2
F ool e g kel sl S S 4oB 24(d) o o B 24(b) e Lo enBl ifE B 4. 24(d)
1’ PR S0 S B u—ﬁ BT e R PR B AT OB R %: R

D (Q)-D(8)>1
{ DL(P)= DL(Q) (15)

Detectable
<4— Left line segment —®» 4— line segment —P» 44— right line segment. —

s LD del T[T o

W23 W® F %4 e d PES 2 BARE Biet MA(ES )RR B0 2 08 (56 )il L
%St R ] A AR (2 ) E L R (F S )R L AR ¥ aws o 7R R AR (e

P}

N

b

K

A

o\

)
=

b
e

‘_
= |

B ¥
o

=g

-

' 2

—

3
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$ R4 AR -

(a) (b)

(c) (d)
F24 Teddy(a) 3 = ffu(b) 5 s  enBif(c) 5 A P frenF e 2 2 d o (e g

PR

5. B+ B3t

A Ak dens g2 ki Middlebury b enF At [1]e B30T 76T 5 £_CPU Core
152.67GHz 4= 2GB =388 - Blidw e B S % 81 B 250 26> 27 28 ow 28 fpm £ i
* RGB ¢ #27 B kwafzipl- B 25(a)>26(a) 27(a) 28(a) = = # i B 25(b) > 26(b)27(b) -
28(b) 3 =¥ thenE F ciE R B % (ground truth) o B 25(c) » 26(c) » 27(c) » 28(c) & == &
% Rt e W) 25(d) 0 26(d) 0 27(d) » 28(d) & Fe 4B % AR RIS R T o )
25(e) » 26(e) > 27(e) » 28(e) & #c & iff Jir W 3 45 3000 45 3 enifc R Bh > 29 chifh B 5 2LiE T
T i B SREE 0 A d ihifch BE S B R AR EEE o W] 206(F) 0 26(1) 0 27(f) > 28(f) & e
B RRE s FhifcE g B8 Dk GBS B RS e A DR S B
T 3 g R EE o d § 25(c) 0. 26(c) 0 27(c) > 28(c) ¥ @ 25(d) > 26(d) » 27(d) » 28(d)* #&
TR AP TR S AR ARE R DS F - B R B AR L E L E
AERE 1 L MEARL BV CREARL B PIRE ] N RET ﬁéiﬁ*ﬁﬁ’?ﬁiﬁﬂ’ J
BRE MRS RA - FC BRFORBIR S BARSPNBEORLE - ¥ 2 Bk
LT He B il BAHARLERTEDRE J WLREARLEW ZREMRLELATEN ] ok
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B ph RS OREFOFERRC] 0 FERET AN ERGE IS FIILE o A 1’?“ - Bk
e v f 0 30 BR R B T B A O AT R B L B R s
DvR— BAREE RS RS > BB NG BTULE o

% — @ Middlebury #=b3® i & ke L g fr T B 48 m B RS 0 & BB g g‘ﬂlf:; :",
A B0 % - 35 nonoce # T 2L TR B S 0§ 2 9F all £ 7 igaEﬁ AT 2
discontinue # 77 2bidt %3 g d > B tsB G - A S E w WRIE R T iﬂ%;__, o %
LRSSV TR RD kihize BRHIFR TR T mEe g 83% 0 A4
4% B 25(e) > 26(e) 27(e) 28(e) :'Mﬁtfprm& F A RRIEF(R S DR BT ) -
A2 AL B RS AEES DT T my e E 5] 87. 9% %% B 25(e) » 26(e) >
27(e) » 28(e)e2 @ 25(f) » 26(f) » 27(f) » 28(f)lp»U"‘ o xt‘ljr WL i (A anikE
BLD G d ) o

VAR y - Bk BRGBI 5 B YCrCh ¢ 25 B & mRlIiF & B - YCrCb
FHZWY Y L Rk >l A - Ch RAFE T r fdd Fiued
YCrCh ¢ 2z B @ g s {ﬁtl:% Fooamd on - JHztRELRRIFRFTAD
FEP B e B Y S R f Y e o P A PR R RGB ¢ 4
BT YOrCh ¢ U2 M kRplER R > 5 8% L3 §4 5cf - 225 (16) % R £ 4
2d AZOBRAESI AZOCREASES A F o YOrChb ¢ 23 FF BRI kaFR B &R 29(c) °
B 29(d) = Middlebury =+ mipld k&g EenipZ2 2. (YCrCh ¢ 25 B mpld keanvE R B) »
2N A B AL RO U DR FRALEERE DS B 29(@)
RGB ¢ 422 B ikl ke A B > B 29(b) 5 Middlebury %k ¢ f iRl &) % 4% 3% enif % 2-(RGB
¢ X BRI R ER B o AR 29(b) B H 29(d) Rt g0 w5 7 0 kw k= e Tsukuba
12 Venus #2 Teddy 227> @ * RGB ¢ %25 B R4 kw1 m4F - 8> @ B8 @ Cones ¥*
% RGB ¢ 427 W YCrCb ¢ 25 B Rl kawek £ 5 -

53

Jit

i3

\n

Y =0.299*R+0.587*G +0.114*B
Cb=-0.1687*R-0.3313*G +0.5*B +128 (16)
Cr=0.5*R-0.4187*G —-0.0813*B +128

% = % Middlebury $exb3- 8w e @ tfengg 325 (8 % YCrCb ¢ 0% B &Rl k ehiE R
B) » % — 7 nonocc % 7& PLEFE R DS 0 F 2 H all &7 %;ffrEﬁ g 0 5 2
discontinue # 7m 2-i 4 % ehd 8 > Bots B - A BE w BPER T RS o
M F (% RGBE Lz B mplh keaiFR BDIRA = (€ * YCrCb ¢ 27 BF B Rl Rk eiF R
Bt g0 = 8 i (Tsukuba B2 Venus #2 Teddy)#_RGB ¢ 423 R e b ks > = 38 &
B(HEJERE > FHRP G 222 F R )* RGB ¢ U3 F BBl il @ S a g
i(Cones)* YCrCb ¢ #22 F G iplerss i > 7 2L R B 920 i %8 v o - B e
YCrCb ¢ 457 A 2 p]22 RGB ¢ 4375 @ 2 iElJﬁ’Jf{&E?ujA:ﬁ W - o A6 A%ers R o 4
Mipw BRREARGF MF i * RGB 4 A2 B o

2w 5 EE A S R ot g IR BT PR RO - R 3R e SN E gt
Middlebury #:biiz®=4 o % - B RealTimeGPU[4] &1 2 &% & i R3] 5 FH K G RIG > 7
B R r RSP E TR eh BRI ERR L R A - B ek 3R] 320%240
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gt 9 & 3.61~9.63 F 0 A iBR % CPUEAASEE)kFTIE > #* GPU

L]
2 CPU L 788 > B BRIFR - a AP 2@Ed kaw s 2§ (Tsukuba 2 Venus)

R4 S50 RealTimeGPU = 2B 1 > 2 38 ¥ * & fe o ifoindl 355 ﬁ*“ RealTimeGPU = i*
ZEE- SN N TreeDP[5]£'n"v;‘z{.u}%z&pg‘h@%ilj.@;zf’m,,g_g FER LB 0 A iRieeh

TR AAB DRRERT -0 oom AP en g kaida e (Teddy B2

Cones) e sk 45 3% 5 ¢ RealTimeGPU = j2:B ™ » v &9 & 2 80 s 3855 f} s e R
B DP 977 i 0 R 408 1 607 3 S e R ke e ng\mﬁﬁﬁfcﬁj’-? R4
DPeriB& K> @ ¥ o e Lottt DP e 2 8378 M7 2% @ Bism B> 02 - I@s{ué #
SSD eh 2 4 Kk iRl > ¥ - @A SAD 07 2 AR K FR] > A OB RINEET T 4o
TFEF A B o
;Mrwfﬁ;a:;; 1 R REBE 2 FEHGFEROPLEYL > R EBFHE B R

B CEEER o a AMPE TR SNSRI ERE S G A PR B '2'» T
P A ‘%IJ{O 359 #5 0 0.625 #5 » 1. 281 # » 1. 297 #) (Tsukuba > Venus » Teddy * Cones) >
L A T AP0 L fyem AP Y - BB BAANPSZEDP AP EUE - FIAR
RVt e B AR AEOE N RO s BB Hens 0T ek iE Rk (streaking)
Yok o R A AMBOEFS N EE S FEFEFHS DS TR T 2 B2 R R S

PF LT R o TR R B B RS B Y o

(a) (b)

(c) (d)
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o Jﬁ .
- = :{ -'_\J!ﬂ!_ 1
= Tf o -“v" % ;

(e) ()
B125 Tsukuba (a) = & i (b) B

(L E R ;%)i?;m%fg\a ()& e # iplh kayE R §2 ik
(L e mplh kaFR B (e) 5 e o BRI RN F (AR L B 30]) 0 (f) %
It /?'J’fﬁ&m'%»% B(HFAL L E < 3]) e

(c)

(d
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NG e T T ) R
Toow W T s =

(e) ()
B126 Venus (a) 5 2 &0 (D FHE EFFAEFT ARG ()bt 5 Rplh kaiF i ¥ i
(d) 5t fs Rl D kep %5: B (e) s itd » pplasnifk B

BL(& Rl £ B 301 b )
() zi it iplgp S B ) e

(b)

| (c ‘ | (d)
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7"*
Wi
ull
IS wﬂ

f
B127 Teddy (a) = = # ik ‘ B 5;?\ nE Ig\ (c) se o Rl R ER R B
() 5 tsRpld keh %)i:%é o (e)i 39:53;  BE(A LA L) o

L 1 s P4

@ (b)
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B128 Cones (a) » = ¥ 1
(il sl kemFRE
(f) :“aex%i 5t iRl e iR +<¢%€%ﬁﬂﬁﬁa§;£“””—”°

ag: éiE'J:". K iE R

GRR SRR

(a) (b) () ()
Bl 29 (a) 3 RGBS 472 ' bl 41 i M) > (b) 5 ROB 1) 21 i Ak I P 38 15k MhCBE -2k
AEA12 ) () AYCrChd 22 B RN avE R B > (D) EYCrChd $2% B ipl JR A
DEZES T FCES RS SRS UEDE
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- 2ird Middlebury FALRE 34 3 sc g o chw WR] > % - I8 A Bk 2R TR D
Foon - A B FERP DB TS 0§ 238 A i 2N e 2 R o
nonocc | all discontinue Average percent of
bad pixels
Tsukuba | 5. 75 7. 88 22.2
Venus | 6.45 7.98 29.6 17.0
Teddy |15.3 24.0 32.5
cones 9. 88 19.9 22.3
2=, RN IFW Middlebury Fa R+ 3=4 7 sxd 8 ihw 0§l & - 35 4 B i 2R T B Db o

Fo R A BE R G IR  F 2 o E 2 e 2 RS o
nonocc | all discontinue Average percent of
bad pixels
Tsukuba | 2. 54 3.22 12.7
Venus | 1.98 2. 83 11.1 12.1
Teddy |13.8 20.6 29.3
cones 9.61 16.4 21.2

% =. d Middlebury F# & ;%4 %—RGB ¢ oz BT YOrCbd 2z Fiem iE‘Jl—"ﬁ“*% s

- ARG REFE RS 0 B A FRP BT 0 5 2 A ki 2RE g
SRz g7 i
nonocc | all discontinue Average percent of
bad pixels

Tsukuba | 3. 03 3.89 14.5

Venus | 3.67 4. 62 17.1 13.9

Teddy |17.3 24. 6 32.8

cones 9. 30 16.4 19.2
Fow . BT A R RO av S SR T R S S S S Tl

B 0 R Z A G 2 ‘%“Hm%1m€ﬁp§'—ﬁ °
Tsukuba \Venus Teddy Cones Avg.
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Abstract—It has been proposed in this paper an idea of correcting
depth map obtained according to local stereo matching. In this paper,
energy was calculated based on the entire image, meanwhile, energy
minimization concept was adopted, and the area obtained according
to color segmentation algorithm was adopted too. The color feature
and depth value among different regions and their neighboring
regions are used to define the relation between the smooth and
occluded regions in the energy function. Then the region energy was
calculated repeatedly until the change was insignificant or the
number of iterations was reached. From the experimental result, it is
proved that the depth map after correction showed better object shape
and depth dense sense.

Keywords-Stereo matching; Color segmentation; Plane fitting;
3D vision

I. INTRODUCTION

In recent years, depth estimation based on stereo matching
was a hot research topic in image processing. Lots of scholars
had proposed estimation methods to achieve more accurate
depth estimation result. In stereo matching method, it can be
mainly divided into two categories of local matching and
global matching.

Local matching method was a stereo matching method that
was proposed earliest. It was a fast method that takes low cost.
When a pair of left and right view is entered, they must be
calibrated by the coordinate of the camera. By means of pixel
basis, the same row of the left and right view is searched with
the most similar point, and the reference point can be located
at the left or right view. The disparity can be found from the
shift pixels between reference point and the most similar point,
then after normalize on the disparity, the depth value can be
obtained. The method of searching similar point is the key part
of local stereo matching method. The search of similar pixel is
to calculate the reference pixel in the left image and the
similar pixel in the right image is from the same horizontal
line that has the smallest error to this reference pixel using a
window based SSD (Sum of Squared Difference) or SAD
(Sum of Absolute Difference). The basis of error calculation
can be based on color spaces (RGB, Lab, YCbCr and HSV) or
grey values, etc. The window size could be NxN, or window
of uncertain shape. Therefore, if there are very similar but not
expected similar points in the reference image, matching error
will then be generated. Therefore, local matching result could
easily generate lots of noises, meanwhile, the occluded region

will be difficult to be processed, and the pixel point in the
occluded region does not exist in the reference image. In [1],
global matching architecture was used, better processing effect
will be obtained on noise point and occluded region, however
for image with more complicated texture, good depth
estimation was still difficult to be obtained.

Global stereo matching [2-3] showed in recent years higher
enhancement on the depth quality of occluded region and non-
texture region, among them, segmentation based method [4-6]
showed better result on non-texture region. In these methods,
first, the image was performed with color segmentation, then
faster local matching method was used to get rough initial
disparity. The plane model was done on the segmented region
and plane fitting conducted too, hence, the estimation
reliability on the non-texture region can be enhanced. However,
in the plane fitting process, it could easily be affected by
mistaken estimation or noise point, hence, effective release
method was proposed in this paper.

1. DEPTH CORRECTION METHOD

The system architecture of this paper was depicted in
Figure 1, and the image segmentation used was Mean-Shift
image segmentation, meanwhile, energy calculation must be
referred to the right view at the same time so as to get
reasonability on the depth matching.

/ Left ,I Segment H Region Build ‘

Plane Fitting

Neghbor Region
Optimization

Final lteration?
Energy Stable?

Optimiation
Depth

Figure 1. Flow chart of the proposed algorithm



A. Mean-Shift Image Segmentation

In this paper, mean-shift [7] image segmentation was
adopted, and the color distance and space widow size
parameter values of color image were entered to perform pixel
cluster classification and to achieve the goal of segmenting the
image. Since stereo matching method based on region
hypothesized that the boundaries of regions of different colors
will be consistent with boundaries of discontinuous depths,
hence, in order to satisfy this hypothesis as much as possible,
we have segmented as many regions as possible. However, the
region cannot be too small so as not to affect the calculation
efficiency and reliability. Too many regions will lower the
calculation efficiency and will let too many stray pixels
regions affect the neighboring regions; however, if the number
of region is too small, different region of similar color will be
merged into the same region, which will result in boundary
consistency of larger error.

B. Least Square Plane Fitting

Refer to [8], a disparity plane model of the segmented
region is represented by function as follows:

d(x,y)=ax+by+c (1)

(x,y) is image coordinate, a,b,c are plane parameters,
d(x, y) is the disparity value calculated according to plane

parameters, hence, in order to fit all the points in the region,
the least square method (see Eq.(2)) as proposed in [8] was
used to fit the plane in each region:
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N is the number of points within the region, and x;, y; are pixel
image coordinates within the region, and d; is the
corresponding disparity value. The parameter values obtained
according to least square method approximate a plane for all
the disparity values within the region, and this matches the
hypothesis that all the disparity values within the region must
be smooth.

Since least square plane fitting method is to construct the
plane model on all the depth values of the region, it can be
obviously seen that in the original depth estimation, there are
some stray points (noise point or wrong estimation depth)
which will affect the entire result after fitting the plane. If
there are lots of stray points in the region, it will strongly
affect the reliability of the plane model made by plane fitting.
Therefore, a mechanism to detect and remove stray points has
been proposed to avoid such issue and to enhance the
reliability of the least square method. Make occurrences

Proceedings of 3DSA2013, S5-2

frequency statistics on the initial depth value within the region
as below:

Stray(x,y):{;" If (‘d(p)_dMAX ‘)/g[;::ril;l;se (3)

d(p) is the occurrences frequency of the depth value within
the region, d,,, is the highest occurrences frequency of the

depth value within the region, 0 <Ts <1 is the threshold value
to control the stray point. Hence, if it is set up too high, the
stray points will be difficult to be removed, but if it is set up
too low, lots of reliable points will be removed. If d(p) and

d,. are too divergent, then that point will be treated as stray
point, Ts is set up as 0.2 according to experimental result.

C. Energy Minimization based on Neighboring Region

During the process of performing neighboring region
correction, in order to evaluate whether the change of disparity
plane parameter of the current region i is reasonable or not, it
is needed to define an energy function E, as below:

Ei =E smooth (4)
E... IS data energy, which is used to represent the similarity

of the mapping of left image to the right image according to
depth value, and is defined as below:

Edata = ZlG(PwP )_G(Qx!Qy)|
PeVl, QeR (5)

P eV, represents, when the left image is converted into

disparity value according to the current depth value, the pixel
set for mapping the pixel point to the right image according to
disparity value, and visible constraint should be matched [5].
That is, when the pixel point of the left image is mapped into
the right image and if the target location is mapped repeatedly,
then the pixel point with higher disparity value is visible, and
others are invisible; Q<R is the pixel set of the right image;

G(x) is the grey value of that point. E__ is occluded energy
defined in Eq.(6), which makes reasonable performance
possible when left image is mapped to the occluded region on
the right image according to depth map.

E,. = (]Och| +|OccR|)/1 (6)

occ

+E, +E

data

When left image is mapped to the right image, if pixel is
mapped repeatedly, the pixel number of that situation will be
represented by Occ, , which is because the region the pixel is

located is covered by the right region; on the contrary, if there
is hole between two regions, the pixels within the hole is

represented as Occ,, ,and here A represents occluded penalty

parameter.
E.oorn 1S SMooth energy defined in Eq.(7) which

represents boundary energy similarity between regions.



Erne 3 {Asmm, If [d(P)-d(Q)>2 @

0, Otherwise

B represents boundary pixel set of the region in left image, N
represents the boundary pixel set on other regions that are
neighboring to B, and P B and Q e N are four-connected

two neighboring pixel points. d(P) and d(Q) are the

PeB,QeN

disparities of pixel P and Q , Ao iS Smooth penalty
parameter, \d(P)—d(Q]>2 is used to judge if certain

boundary point in the current region is discontinuous disparity
point, and what is important is, pixel P should not be occluded
pixel.

It is supposed that after plane fitting, each region still
needs further merging. As shown in Figure 2, region A, has

seven neighboring regions, and we have used A, according
to the plane parameters of seven neighboring regions: A,

n={1,2,3,4,5,6,9} to calculate respectively depth values and the

energy change as well. Among seven neighboring regions,
those which can make minimized energy on A and entire

image is targeted for correction. After visiting all the regions,
each region and the correction target is combined and the
energies of all the regions are calculated, then the next
iteration is continued until energy does not change or the
iteration number is reached.

NN
N
Y

Figure 2. Neighboring Region Correction

IIl. EXPERIMENTAL RESULTS

The proposed method is realized through Borland C++ 6.0,
and the Middlebury stereo image that is widely adopted as
assessment standard is used. For the parameter setup aspect,
the color distance and space widow size for color image
segmentation are setas5and 7, 4 and A, . are setas 50.

Figure 3 is energy descending curve, wherein only Teddy
and Cones are performed with iteration method because the
depth distribution and complexity of Tsukuba and Cones are
relatively few, and there is no significant improvement on the
result after iteration. For Teddy’s iteration, it can be found that
after four iterations, energy has descended to stable value, for
Cones’ iteration, stability can be obtained only after eight
iterations. The reason is because in Cones, the region and
depth change is relatively divergent, and stability can only be
achieved after more iteration.

Figure 4 is the error matching between the estimated depth
and real depth, wherein black and grey pixel represents the
case with depth error and occlude pixel error larger than 1. At
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the edge of depth change, image segmentation treatment can
bring very good improvement to object edge and the edge of
depth change, and higher consistency can then be achieved,
which brings more natural performance to the result after
DIBR (Depth-image-based-rendering). The depth in the error
region can be corrected according to correct depth in
neighboring region, and eventually, the error rate in the
smooth region can be improved.

Table 1 shows the error rate of estimated depth compared to
ground truth between initial depth and improved one by the
proposed method. Entirely, very good improvement can be
obtained on the error rate of the edge of the depth change and
smooth region. Hence, the treated depth image will have
performance closer to human eye in the result after DIBR.
Some experimental results of the proposed correction method
for the standard images from Middlebury database are shown
in Figure 5.
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Figure 3. Energy curve

-

(a) Initial depth error (b) Depth error by the proposed method

Fig. 4 Depth error Comparison between initial and the proposed method.

IV. CONCLUSIONS

This paper has presented iterative correction method
according to neighboring region, which can get better depth
reference from the neighboring region and in turn improve
higher region error in the original depth estimation, meanwhile,
it let the result screen have higher reliability of depth change
edge and better smooth region density as compared to that of
the initial depth map. Besides, the proposed stray point
removal can raise the reliability of plane fitting.

This proposed method is constructed based on color image
segmentation, which is quite sensitive to segmentation region



boundary, hence, in the future, the reliance on the regional
boundary should be further reduced.
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TABLE 1. Error rate of estimated depth compared to ground truth from Middlebury database
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occ occ occ
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(b) Actual depth

(a) Reference figure
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(c) Initial depth (d) Depth correction result

Figure 5. Experimental results of the proposed correction method for the standard images from Middlebury database.
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ABSTRACT. This paper proposes a novel algorithm for real-time hand tracking, and this
algorithm can successfully track a hand even when it is overlapped with other objects
during tracking. Three situations (separation, prozimity and overlap) between tracked
objects are defined. A separation template image of the tracking hand is created in the
state of prozimity, and a feature-point-based matching comparison is conducted in the
state of overlap. The experimental results show the proposed algorithm has highly accurate
detection results and is robust to overlapped objects. In the running stage, the proposed
algorithm reaches at 30-45 frames per second in real time.

Keywords: Hand detection, Hand tracking, Skin color learning, Edge difference image,
State detection, Separation template

1. Introduction. Because hand gesture is a commonly used communication method a-
mong people, it is essentially friendly and important if a user can interact with devices
through detecting and tracking his/her hand gestures directly. Therefore, a lot of re-
searches have been proposed, which mainly fall into two categories, i.e., glove-based and
vision-based methods. Glove-based methods require a user to wear electronic gloves so
that a device can sense the glove positions and perform appropriate response. This kind
of methods is quite mature but is inconvenient and unnatural because of requesting extra
accessories. In the vision-based methods, Lin [1] used 7400 images containing skin color
data to generate a Gaussian-based skin-color probability model. This model identified
fingers, knuckles, and finger rifts in hand images with simple background by means of
feature comparison and then generated hand information through geometry comparison.
Han [2] proposed a method which used a generic skin color model to generate training
data and an SVM-based skin color classifier which, when used in conjunction with a JSEG
(3] area analysis algorithm, could identify the contour of skin color objects; and Kalman
filter [4] was then used to estimate the position of object contour. He also proposed
setting up different search areas to solve the problem of hand disappearance at bound-
ary or the problem of object overlapping. Pan [5] used a Bayesian probability model for
skin color training. In his study, off-line learning of skin color samples was used in con-
junction with online skin color learning to control the reliability ratio. Gesture tracking
was carried out after having detected an initiating gesture; KLT [6] feature tracker was
adopted to judge the moving behaviors of the feature points of a tracked hand object;
and then hand position was determined according to feature point clustering. Sudderth et
al. [7] developed probabilistic methods for visual tracking of a three-dimensional geomet-
ric hand model from monocular image sequences. A prior model was defined to enforce
the kinematic constraints implied by the model’s joints which has a local structure and
is a pairwise Markov random field. Given a graphical model of hand kinematics, the
hand’s motion was tracked by using a nonparametric belief propagation (NBP) algorithm
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which approximates the posterior distribution over hand configurations as a collection of
samples.

However, it is still very difficult when the tracked hand overlaps with other skin-color
objects. In order to resolve this issue, a novel algorithm is proposed by taking initiative
to separate the tracked hand object through the application of feature point extraction
and separation template designs. In this paper, the initial hand position of each video
clip is given manually and only the method of hand tracking is discussed in detail.

2. Hand Tracking. For hand tracking, a Kalman filter is used to estimate the user’s
hand position of the incoming frame according to the previous stored hand object in-
formation (position, size and skin color model), and the estimated position is used to
establish a proper hand search area for skin color detection. Then, the connected compo-
nent analysis operation is carried out on the detected skin color binary image to identify
the positions and ranges of skin color objects. Afterwards, the state of the tracked hand
object is determined and the object is subject to different processing approaches according
to its state.

2.1. States detection. A user’s hand movement may give rise to overlap between his/her
hand and other skin color objects and this in turn will cause tracking difficulties. However,
if the interrelationship between the hand and other skin color objects can be known in
advance and proper preparation has been made before the occurrence of overlapping, then
the tracked hand object and other skin color objects still can be separated effectively when
they do overlap. Through skin color detection, the positional relationship between the
tracking hand object and other skin color objects can be obtained. Generally speaking,
positional relationship between two objects is one of the three states, separation, proximity
and overlap. The separation state means the tracked hand is away from other skin-color
objects, and the proximity state means the hand object is close to at least one of other
skin-color objects but is not really overlapped by others. And the overlap state means
the tracked hand region is overlapped with other skin-color objects.

Suppose R: is the range of the ith skin color object in I;, O, is the range of the currently
tracked hand object, and C, is the range of a non-tracking skin color object. During the
tracking process, the overlap ratio B; of the range of the ith object R} in I, and the range
of the tracked hand object O,_; in I,_; are calculated one by one. The skin color object
i* with the highest overlap ratio is taken as the current hand tracking object. In order
to detect the interrelationship between R} and the ith non-tracking skin-color object R:
(i # i*), an inspection range D} from R is established according to the following relation.

1 ]
D;‘:(m.x_%,m.y_%,zxRg.w,szg.h) (1)
The first two elements of D} form the top-left coordinate of Di and the last two elements
of Dj are the width and the height of D! respectively.

As shown in Figure 1, the interrelationship between two objects can be determined by
checking whether the inspection range D" overlaps with the inspection range of the Di
or not. If D] does not overlap with any D; (Vi # i*), then it represents the tracking
object is apart from all the non-tracking objects and can be easily tracked in the next
image. If D} overlaps with a certain D}, then it means that the tracking object is in
a proximity state with the ith non-tracking object. This indicates that the tracking
object is easy to overlap with some non-tracking objects in subsequent frames. When
two objects are close to each other, we will take the range of the i* object rectangle as
the range of current hand tracking object rectangle (i.e., O, = R;), and the range of the
ith object rectangle as the range of the approaching non-tracking object rectangle (i.e.,
C: = R}), and will use the image of C, to establish a separation template, which is used
to record the image texture information of the approaching non-tracking object. If O,
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Non-Tracking Object Range C,

Tracking Object Range O,

Tracking
Object

Tracking Object
Non-Tracking Object Inspection Range D;-
Inspection Range D;

FIGURE 1. A schematic diagram of defined ranges between objects at the
proximity state

and C; do overlap in the future, the pre-established separation template can be used for
feature point separation. Furthermore, in order to judge whether the state is changed
from proximity to overlap or separation, we design an alert range A;, which is used to
record the minimum circumscribed rectangle between hand tracking object O; and the
approaching non-tracking object C,. Let A, fts Atopy Aright and Apossom be the coordinate
values of the leftmost, topmost, rightmost, and bottommost positions of the alert range
A¢. The criterion for determination of overlapping state is the ratio OA of the rectangle
area Area(O;) of the tracking hand object to the rectangle area Area(A;—) of the alert
range in the previous image. When overlap happens, the area of the tracking object O,
is identical to the area of the overlapped objects; therefore, the overlapping ratio OA of
Oy to the alert range A, ; will be a large one; on the contrary, if no overlap happens,
then the OA value will be relatively small. Based on experiment results, 0.7 is chosen to
determine the overlap state. If OA is greater than or equal to 0.7, then it can be judged
the tracking object is in an overlap state. When the two objects are in the overlap state,
the range of the overlapping object will be taken to be A,.

2.2. Separation template establishment. If a tracking object is in approaching state,
the system will continuously establish a separation template for each successive frame
until its state is changed. The separation template contains two information items, i.e.,
separation range R. and comparison image I,. Separation range is the non-tracking object
range C; to which the tracking object is approaching; a comparison image is the image in
the separation range at current moment, which is designed to retain the complete features
of the non-tracking object range C; to which the tracking object is approaching before
overlapping. When a true overlap happens, image comparison can serve as the basis for
the calculation of feature point matching operations.

2.3. Feature point separation. When the tracking object enters an overlap state, the
system will, within the rectangle area O, of the currently tracking object, perform fea-
ture point extraction and carry out block matching operation on each extracted feature
points sequentially using the separation template established previously when the track-
ing object was in the proximity state. In fact, in addition to the optimal corresponding
position of every feature point, the optimal matching score can also be identified from
the separation template image. The matching score can also serve as the basis for feature
point classification. The feature point classification herein may yield two results, i.e., a
feature point either belong to or does not belong to the separation template established
by a non-tracking object. If a feature point does come from a non-tracking object, it
will have a relatively high matching score because the recorded separation template takes
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the non-tracking object before overlapping as the recording target. On the contrary, if a
feature point comes from the tracking object, its matching score in general is relatively
low because no information on the tracking object is recorded in the separation range
R,. Therefore, so long as an appropriate matching score threshold T}, has been selected,
feature points with their matching scores higher than 7} can be judged to be of a non-
tracking object forming the separation template while those with matching scores lower
than 7p can be judged to be of the tracking object. Figure 2 is an example of feature
point separation results, where the red triangles are the feature points of the tracking
object while the blue circles are the feature points of non-tracking objects.

FIGURE 2. Result of feature point separation

3. Refining Palm Center. A distance transform (DT) image of the tracking hand
object is used to locate the palm center position, which is the point with the maximum
distance to the object’s edge. However, when the hand object overlaps with other non-
tracking skin color objects, it is quite probable that the identified palm center point may
be a wrong one because the overlapped non-tracking object may have a large area such as
a human face. In order to overcome this shortcoming, the feature points of non-tracking
objects are identified from the overlapping objects by using the previously introduced
feature point separation method and their values are further changed from skin color
(255) to background (0). In this way, the skin color structure of the non-tracking object
will be destroyed, then re-apply the DT operation and the maximum DT value will appear
in the palm center position correctly.

However, a hand object usually contains wrist information, if the palm center experi-
ences deformation, the position with the maximum DT value may appear on the wrist
or the arm. As a result, the determined palm center is incorrect which will be inevitable
to increase the tracking error. It is learnt from observation that images of wrist and arm
are smoother than those of the palm; therefore, the number of feature points contained
in the wrist and arm would be small, while the number of feature points contained in the
palm center would be numerous because of finger rifts, knuckles, and palm creases. In
light of this characteristic, better palm center position can be identified from DT images
via feature point information. Figure 3 shows an example of wrist and arm exclusion in
which A is the position which, having the maximum DT value of D, within the hand
area, is obtained through detection or tracking mode; and outside the circle centered at
A with a radius of D4, B is the position which has a maximum DT value of Dpg. Then
calculate the feature point numbers F,4 and Fjp inside the two circles centered at A and B
with a radius of 1.5 times of D4 and Djp respectively. Finally, F4 and Fp are compared
and the point corresponding to the larger one will be taken as the palm center position.
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FIGURE 3. An example of feature point statistics for exclusion of arm interference

Amend
Pre I\’alm R pS Output Palm(x + u,y + v)

\ Block|Matching

Matching Point(x’, y") Palm using
distance transform(x, )

FIGURE 4. Palm center point compensation design

In order to improve the precision of the identified palm center position, we refer to the
previous palm center position and carry out a palm center compensation operation. Let
(z,y) be the identified palm center position through distance transform in I, (a,b) be the
palm center position in /,_;. First, block comparison is performed on an image block in
I; centered at (z,y) to find out the corresponding image block in I,_; centered at (@, y);
then the deviation (u,v) between (z’,y’) and the previous palm center (a,b) is calculated,
Le,u=a—1"and v = b—y'. If the deviation is low, it represents the currently identified
palm center (z,y) is consistent to the previous palm center; but, if the deviation is high,
it means the currently identified palm center point position (z, y) may have drifted from
the correct palm center position considerably. In order to solve this problem, we perform
position correction by adding the deviation (u,v) to the current palm center position
(z,y); thus, the final output palm center point position becomes (z + u,y + v) as shown
in Figure 4.

When the hand object is not in overlapping state, we can according to the range of hand
object, clearly define the rectangle area of the hand. However, when it is in overlapping
state, the range of overlapping objects is usually greater than the range of hand object.
Therefore, we proposed a hypothetic rectangle for tracked hand in overlapping state which
can indicate the hand area in the overlapping object based on the palm center position
and its DT value. Generally, a palm center has a larger distance to the tip of middle finger
than to the bottom of the palm. Therefore, if the coordinate of palm center is (z,y) and
its DT value is DT, then the hypothetic hand area HR is designed as

HR = (z — 2DT,y — 2.72DT,4DT, 4DT) (2)

4. Experiment. In the hand tracking experiment, a tracking stability comparison with
the proposed tracking method, CamShift [8] and MIL-Boost [9] was carried out on 3788
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2DT

FIGURE 5. Hand rectangle range (DT is the distance transform value of
palm center.)

FIGURE 6. Material images used in tracking experiment

TABLE 1. Experiment results of the proposed method

Tracking success | Average tracking Average.processmg Frame lost
frames error time
g 3668 4.542363 21.91411 7
method
CamShift 2496 25.88276 7.652735 490
MILBoost 3572 19.88961 98.33336 53

frames of 8 video clips recorded by different subjects under different environments and
lighting sources. The palm centers of all frames were marked manually and Figure 6 shows
some of them.

Before tracking, an Adaboost initiating gesture detector was used to initialize the track-
ing gesture position, and then three tracking methods were employed independently on
the following video frames and the number of successful tracked frames (ST), the number
of failed tracked frames (FT), average error distance and average processing time were
recorded. ST refers to the number of frames in which gestures are successfully tracked.
When tracking is successful, the distance between the detected palm center and its marked
palm center is calculated and it is referred to as error distance. If an error distance ex-
ceeded 50 pixels, the tracking would be considered as tracking failure and FT would be
increased by 1. Whenever a tracking failure happens, the initiating gesture detection is
performed again to reset the tracking position for subsequent tracking. When all exper-
iment images have been processed, the accumulated error distance and processing time
would be divided by the number of tracking images to get the average error distance and
average processing time. The experiment results are shown in Table 1. An observation
on the mean error item reveals that the proposed method has a better accuracy than
the other two methods. In addition, its average error is within 5 pixels. Furthermore,
CamShift is vulnerable to background interference within the tracking range and at time
of updating it is apt to accumulate errors, leading to large distance error and tracking



ICIC EXPRESS LETTERS, PART B: APPLICATIONS, VOL.5, NO.1, 2014 101

failure. As for MILBoost, in spite of its superior effectiveness to CamShift, it is still
vulnerable to detection incompetence caused by large hand deformation, and this leads
to tracking failure. With regard to average processing time, the proposed method is sec-
ond only to CamShift but is still capable of providing real-time applications with average
processing efficacy of 3045 images per second. Our method has far less tracking failures
than the other methods, and its main error results from rather blurred images caused by
speedy gesture movement.

5. Conclusion. In this paper, a fast and effective hand tracking technology which can
correctly and steadily track the user’s hand positions is proposed based on computer
vision theory. A separation template image of the tracking hand is created in the state
of proximity, and a feature-point-based block matching comparison is conducted in the
state of overlap. By discriminating the feature points of the non-tracking object from the
tracking object, the palm center of the tracked hand can be determined correctly. From
experiments, it has been demonstrated that the proposed method can effectively reduce
the deviation of palm center position, and the average processing time for each frame is
just about 22 milliseconds. This makes the proposed method is concrete and feasible to
various human-computer interactive applications.
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