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A Novel ASM-Based Two-Stage Facial Landmark
Detection Method

Ting-Chia Hsu, Yea-Shuan Huang, and Fang-Hsuan Cheng

Computer Science & Information Engineering Department,
Chung-Hua University, Hsinchu, Taiwan

Abstract. The active shape model (ASM) has been successfully applied to
locate facial landmarks. However, in some exaggerated facial expressions, such
as surprise, laugh and provoked eyebrows, it is prone to make mistaken
detection. To overcome this difficulty, we propose a two-stage facial landmark
detection algorithm. In the first stage, we focus on detecting the individual
salient corner-type facial landmarks by applying a commonly-used
Adaboosting-based algorithm, and then further apply a global ASM to refine
the positions of these landmarks iteratively. In the second stage, the individual
detection results of the corner-type facial landmarks serve as the initial
positions of active shape model which can be further iteratively refined by an
ASM algorithm. Experimental results demonstrate that the proposed method
can achieve very good performance in locating facial landmarks and it
consistently and considerably outperforms the traditional ASM method.

Keywords: Active Shape Model, Facial Landmark Location.

Introduction

Facial feature extraction is a very popular research field in the recent years which is
essential to various facial image analyses such as face recognition, facial expression
recognition and facial animation. In general, based on different kinds of information
extraction, the technology of facial feature extraction can be divided into two
categories. First, local method, which is to detect local face components such as eye
pupils, eye corners, mouth corners, etc. Secondly, global method, which makes use of
the whole geometric structure of face components to locate the interested facial
landmarks. In local method, because the feature models of facial landmarks are
mutually independent, the detection result is easy to be affected by the variation of
lighting and poses. In global method, because it uses a set of feature landmarks to form
a global facial structure model, it usually has more ability to endure the detection error
of individual landmark. Therefore, the global method generally obtains better
performance in locating facial landmarks. At present, three kinds of the most
commonly-used methods are deformable templates (DT) [1], active shape models
(ASM) [2][3][4] and active appearance models (AAM) [5]. Both ASM and AAM are
provided by Cootes, they iteratively decrease an energy function to obtain the
optimized facial landmark locations.

G. Qiu et al. (Eds.): PCM 2010, Part T, LNCS 6298, pp. 526}537] 2010.
© Springer-Verlag Berlin Heidelberg 2010



A Novel ASM-Based Two-Stage Facial Landmark Detection Method 527

In recent years, ASM has been successfully applied to medical image analysis,
such as computed tomography (CT), and it also can be applied to locating facial
feature landmarks. However, the accuracy of the facial feature localization is still a
problem because face images are much complex than medical images. Therefore,
researchers keep on proposing new methods to improve its performance, such as
Haar-wavelet ASM [6], SVMBASM [7] and ASM based on GA [8]. In general, these
new methods have better accuracy than the original ASM, but they all are still prone
to make mistaken detection in exaggerated facial expressions.

In this paper, we present a novel two-stage algorithm to improve the performance
of facial landmark detection. The traditional method of ASM uses the average facial
shape template to initialize the positions of facial landmarks, and it iteratively finds
the best landmark positions only along the normal direction of edge contours. This
process may contain two kinds of drawbacks. First, the average facial shape template
may deviate considerably from the genuine landmark positions, therefore the
landmarks are not able to be found correctly. Secondly, the genuine landmark position
may not be located on the normal direction of edge contour, which will accordingly
produce unsatisfactory landmark positions. Furthermore, when people have made
exaggerated facial expressions, the traditional ASM often performs poorly because
the shapes of exaggerated facial expressions usually are very different from the
average facial shape. However, through analyzing the structure of human face
compositions, we can understand the shape variation of human face mainly depends
on the positions of the left/right eye inner and outer corners, the left/right inner and
outer eyebrow corners and the left/right mouth corners. If these corner positions can
be found correctly at the first stage, it will be able to set more approximate initial
positions for the facial landmarks. Accordingly, better landmark locations can be
found through ASM iteration and the accuracy of landmark detection can be much
improved. From the above discussion, an improved landmark detection method is
proposed which detects the corner-type landmark first, uses the detected corner-type
landmarks to initialize the facial feature positions in the second stage, and then
applies ASM to obtain the final landmark positions.

This paper is organized as follows. Section 2 introduces the classical ASM method
and Section 3 describes the proposed two-stage ASM. Experimental results are given
in Section 4, and finally, conclusions are drawn in Section 5.

2 Review of the Active Shape Model (ASM)

ASM is one of statistical models, which contains a global shape model and a lot of
local feature models. Section 2.1 decides the shape model; Section 2.2 describes the
local feature models and Section 2.3 describes the ASM algorithm.

2.1 The Shape Model

Suppose there are n facial feature points and each one is located at obvious face
contour. The positions of these n points are arranged into a shape vector X, that is

X = [xltyllelyZI'"!xklykl'"lxnlyn ]T (1)
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where x; and y, are the horizontal coordinate and the vertical coordinate of the kth
feature point respectively.

Using the PCA operation, the eigenvectors of the covariance matrix corresponding
to main shape variations can be generated. Then, a shape model can be represented as:

x=X+Pb 2)

where X is the mean shape model, P = [®; @, .. @] is the eigenvectors
corresponding to the ¢ largest eigenvalues, and b is the shape parameter which is the
projection coefficient that X projects onto P. Usually, b; is constrained within the range

of +£3,/4; , so that a constructed face shape will not degenerate too much.

2.2 The Feature Model

In general, we suppose a landmark is located on a strong edge. According to the
normal direction of a landmark, we can get m pixels on both sides of this landmark.
So, for each landmark, there are in total 2m+1 gray-level values which form a gray-
level profile g; = [gio, 8i1, ...,gi(Zm)], where i is the landmark index. In order to
capture the frequency information, the first derivative of profile dg; is calculated as

dg; = [gil — YJi0,9i2 — 9i1s ---fgi(Zm)—gi(Zm—l)]~ 3)

In order to lessen the influence of image illumination and contrast, dg; is normalized
as

_ dagi
Yi i ldgikl’

where dgix = Gi(+1) — Jik- 4
The feature vector y; is called “grayscale profile”.

2.3 ASM Algorithm

The ASM searching algorithm uses an iteration process to find the best landmarks
which can be summarized as follows:

Initialize the shape parameters b to zero (the mean shape).

Generate the shape model point using the x = X + Pb.

Find the best landmark z by using the feature model.

Calculate the parameters b’ as b’ = PT(z — X).

. Restrict parameter b’ to be within iS\/I- .

If [b" — b| is less than a threshold value, then the matching process is completed;
else b = b’, and return to step 2.

wok e

3 The Proposed Method

The traditional ASM only uses the grayscale profile as its feature model. However,
the grayscale profile is inherently a one-dimensional feature which in general is too
simple to represent the distinct information of a landmark point. Basically, there are
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two other drawbacks of the traditional ASM. The first is that it selects the target
points only from the candidates along the normal direction of edge contour. If the
target point is not located in the candidate points, it will cause the found target point
incorrect. The second is it uses a fixed search range for different landmark points.
But, different landmarks in fact may require different search ranges because they have
different variation extents.

In general, the facial feature landmarks can be attributed into two types: corner-
type landmarks and edge-type landmarks. The corner-type landmarks (such as the
left/right eye inner/outer corners) have very unique 2-D shapes looked like corners,
but the edge-type landmarks (such as the landmarks of eyelid or mouth lip) have non-
unique 1-D shapes shown as a line. Fig. 1 shows some examples of corner-type
landmarks and edge-type landmarks. Obviously, the corner-type landmarks are much
easier to detect than the edge-type landmarks. Therefore, in this paper we propose a
novel two-stage facial landmark detection algorithm. The first stage is to locate the
corner-type landmarks, and the second stage is to locate the whole facial landmarks
by using the locations of the detected corner-type landmarks in the first stage as the
initial positions of ASM. In this study, we define a total of 10 corner-type landmarks
which are the left/right eye inner and outer corners, the left/right eyebrow inner and
outer corners, and the left/right mouth corners. Another difference of our method to
the traditional ASM is to define variable search ranges for different edge-type
landmarks according to their variation degrees. That is if from the training data the
positions of an edge-type landmark differ a lot, the search range of this landmark will
be accordingly large. On the contrary, if the positions of an edge-type landmark are
very stable, the corresponding search range will be relatively small. The proposed
method will be introduced in the following.

Fig. 1. Examples of the corner-type landmarks and the edge-type landmarks, where ‘-’ denotes
corner-type landmarks and ‘7’ denotes edge-type landmarks

3.1 The First Stage

Adaboosting algorithms have been extensively used for object detection and they often
obtain outstanding detection performance. Therefore, for each corner-type landmark
we used the Adaboosting algorithm [9] to construct a detector in the first stage.
Samples of the 10 corner-type landmarks are shown in Fig. 2 in which the black spots
indicate the corner representative positions and they are not necessary to be located at
the center of the image blocks. In order to improve the issue on search range, we
defined different search ranges for different corner-type landmarks in Fig. 3.
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Fig. 3. The two-dimensional search ranges of 10 corner-type landmarks

With a constructed Adaboost-based detector, it may obtain several candidates of
one landmark in the defined search range, and accordingly it is necessary to select the
correct one among them. Because different corner-type landmarks are located at
different facial geometric compositions (i.e. eyebrow, eye and mouth), their candidate
selections should be designed according to their own affecting external factors (such
as hair and glasses). With the above understanding, we categorized the 10 facial
landmarks into three groups (eyebrow, eye and mouth) based on their functions and
their geometric positions. Let e(x,y) be the edge strength of pixel (x,y) and s(x,y) be
the detection score of a specific Adaboost-based corner-type landmark detector. Then,
each group has its own candidate selection design as described in below.

3.1.1 Candidate Selection of Eyebrow Corners

Conceptually, an eyebrow corner should have a strong horizontal edge strength and a
weak vertical edge strength. But, because the eyebrow may be covered by hair, just
using the edge strength cannot get good candidate selection result. Instead, a HOG
(Histogram of Oriented Gradients) [12] feature is also used to select the eyebrow
corners. Therefore, in order to select the correct candidate, three factors are taken into
consideration as

Feyebrow(x:Y):alogs(xJY)+ﬁloge(x:)0+ylog( ) (5)

h(x,y)
where o, B and y are three weight parameters, s is the detection score of the Adaboost-
based eyebrow detector, e is the edge strength and h is the Mahalanobis distance of
the HOG features between the corresponding eyebrow model and the eyebrow
candidate at pixel (x,y). Among the eyebrow corner candidates, the one having the
largest Foyeprow i the selected candidate.

3.1.2 Candidate Selection of Eye Corners
Because an eye corner and its near pupil present a rather stable distance, this property
can be used to select the eye corners. Since our face detection algorithm can detect
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not only face positions but also both pupil positions, both eye corners accordingly can
be roughly estimated from the detected pupil positions. Among the eye corner
candidates, the one closest to its estimated eye corner is selected. Fig. 4 displays an
example of eye corner selection.

1

The astimated sy aomer
The eye comer sedeciion result

Fig. 4. An example of eye corner selection, where ‘@ denotes an eye corner candidate, and
A’ denotes the estimated eye corner

3.1.3 Candidate Selection of Mouth Corner
Because the mouth corner candidates usually are located either at the correct mouth
corners or at the facial wrinkle corners with medium-large edge strengths, it will be
ineffective if the edge strength is used to select the correct mouth corner candidate.
However, the two kinds of candidates have very different variances. In general, a true
mouth corner has a larger variance than a wrinkle corner does. With this
understanding, Fy,q,:n (X, y) is designed to reflect the possibility that a candidate is
truly a mouth corner as Foy:n(x,y) = ulog s(x,y) + wlog v(x,y), where p and
w are weight parameters, v is a variance function. Among the mouth corner
candidates, the one having the largest F,, ¢y s selected to be the correct one.
Sometimes, especially when one opens his/her mouth widely or compresses his lip
mightily; the largest Fy,,,,:n may correspond to a wrong candidate. In fact, when a
mouth is widely opened, it is difficult to detect by an adaboost-based detector because
the current mouth image deviates significantly from the normal mouth appearance,
and sometimes even all the detected candidates do not contain the correct mouth
corner. Similarly, when one compresses his/her lip mightily, the variance of a facial
wrinkle corner may be larger than that of the correct mouth corner. Therefore, we
further proposed a method to improve the correctness of mouth corner selection.

3.1.4 Further Improvement of Mouth Corner Selection

If the angle between the line passing two eye pupils and the line passing two mouth
corner candidates is larger than a threshold, it indicates the current mouth direction is
inconsistent to the current eye direction and this constitutes an abnormal face
composition. Therefore, it will be very useful for us to make a certain modification so
that a wrongly selected candidate can be updated to a correct one. Our experiments
showed when encountering an abnormal face composition, most probably one mouth
corner candidate (called ‘candidate A’) is correctly selected and the other one (called
‘candidate B’) is incorrectly selected. Therefore, we try to predict the correct position
of candidate B by using the correct candidate A. Experiments showed the two eye
pupils are easier to detect than the two mouth corners and they have higher detection
accuracy. So we can remedy the wrongly detection mouth corners from the detected
eye pupils. First, from the two selected mouth corner candidates, we need to decide
which one is correct and which one is incorrect. To serve this end, we simply select
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the candidate with the larger detection score as the correct one and the other one as
the incorrect one. The selected correct candidate is called the “base point”. From the
two detected pupils, a middle separating line can be constructed which has the same
distance to the two pupils. Then, from the “base point” and the middle separating line,
an “anchor point” located at the other side of the middle separating line can be found.
The base point and the anchor point have the same distance to the middle separating
line. Then, a segment can be defined by taking the anchor point as its center, having
1/3 length of the distance between two pupils, and being along the line direction
parallel to the two pupils. Within the segment, the most appropriately predicted
candidate is obtained by the following design. For each candidate C, two sub-blocks
can be defined, one is in the left side of C and the other is in the right side of C. For a
true mouth corner candidate, one of its sub-blocks contains a large portion of lip
pixels which is called “lip-attributed sub-block™ (LASB), and one of its sub-blocks
contains a large portion of skin pixels which is called “skin-attributed sub-block”
(SASB). Basically, the most appropriately predicted candidate C satisfies two
conditions. First, the intensity of the corresponding LASB is smaller than that of the
corresponding SASB. Second, the intensity variance of the corresponding LASB is
larger than that of the corresponding SASB. However, for each pixel candidate, it is
not necessary to explicitly decide which sub-block is the LASB and which is the
SASB. Instead, this can easily be decided by simply considering the physical
composition of the current processing candidate. If the candidate under consideration
corresponds to a left mouth corner, the left sub-block is the SASB and the right sub-
block is the LASB. On the contrary, if the candidate under consideration corresponds
to a right mouth corner, the left sub-block is the LASB and the right sub-block is the
SASB. Therefore, for a true mouth corner candidate, it must follow

{Var (LASB) >Var(SASB) ©)
Avg(LASB) < Avg(SASB)

Here, Var and Avg denote the intensity variance and the average intensity of a sub-
block, respectively. If there are more than one candidate meet the above conditions,
the one having the largest sum of Var(LASB) and Var(SASB) is selected to be the
most appropriately predicted candidate.

In Fig. 5, the square point and the circle point denote the selected candidates of the
left mouth corner and the right mouth corner, respectively. The triangle point denotes
the found anchor point and the line segment passing the triangle point is the search
range of which the most appropriately predicted candidate of the right mouth corner is
decided.

Fig. 5. An illustrative graph for further improving mouth corner selection
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3.2 The Second Stage

This second stage is to detect the whole facial landmarks by using the detected
locations of the corner-type landmarks from the first stage as the initial positions of
the second-stage ASM model. Beside the initialized landmark positions of eyes,
eyebrows and mouth, the nose landmark positions are also initialized according to a
new composition of eye corners and mouth corners. The average position (S, S,) of
the 4 corner-type landmarks (including the left-eye inner corner, the right-eye inner
corner, the left mouth corner and the right mouth corner) taken from the average face
shape is computed as a reference point. The new nose landmark positions can be
estimated by the following three steps:

Step 1. Compute the new average position (C,, Cy) of the 4 corner-type landmarks
obtained from the first stage;

Step 2. Compute the displacement (d,, d,) between the reference point and the new
reference point, i.e.

(dx: dy) = (Cx‘Sx ’ Cy'Sv)

Step 3. Shift each nose landmark position X; by (d,, dy), ie
X; = X; + (dx,dy), i € landmarks of nose

Fig. 6 shows the initialization method of nose landmarks, and the blue solid circle is
the reference point, the blue hollow circle is the new reference point of the currently
being processed face, the black triangle denotes the original nose shape, the red
triangle denotes the re-initialized nose shape after the displacement of d, and d,.

o> et - Tght o>
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(a) (b)

Fig. 6. Initialization of nose landmarks (a) average shape;(b)result of first stage

As for defining the appropriate search range of each edge-type landmark, the
standard deviation of its position is adopted. First, the feature landmarks are divided
into six groups, as shown in Fig.7. Group 1 denotes the eyebrow-related landmarks;
Group 2 denotes the eye-related landmarks; Group 3 denotes both side nose-both-
side-related landmarks; Group 4 denotes the bottom nose-bottom-related landmarks;
Group 5 denotes the upper-lip-related landmarks; and Group 6 denotes the lower-lip-
related landmarks. On purpose, all the landmarks in the same group use a same search
range SR, which is defined as:



534 T.-C. Hsu et al.

(N

SR, = max sd(j) ®)
Jjegroupy
where k is the group index, j is the landmark index, X; is the average position of the

Jjth landmark, and sd (j) is the standard deviation of the jth landmark position.
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Fig. 7. A illustrative diagram of the six-groups facial landmarks

4 Experimental Results

We use the well known BiolD face database and a part of the Cohn Kanade database
to train the ASM shape model and the 10 corner-type Adaboost-based detectors. In
total, there are 3016 BiolD face images (include mirrored images) and 6588 Cohn
Kanade face images used in the training stage. Because the Cohn Kanade database in
total contains 9005 face images, the remaining 2417 face image is used to test the
performance of landmark localization. Fig. 8 shows some samples of both databases.
The 50 landmark points are manually labeled for all the images.

(a) (b)
Fig. 8. (a) Examples of the BIOID database, and (b) Examples of the Cohn Kanade database

The hit rate of each corner-types landmark is calculated and is listed in Table 1. In
this paper, the hit rate of each landmark is defined as
o f @
N

hit rate(%) = * 100% )

w

M
i —D. w - w w,
F(0) = 1 ,if|M; — D;] < 0.3 xM" and 1.5<Dl < 15xMY; (10)
0 ,otherwise

where N is the total number of test images, M; is the manually marked position of this
landmark of the i-th image, D; is the representative position of the detected landmark
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block of the i-th image, DY is the width of the detected landmark block of the i-th
image, and M" is the width of the manually marked landmark block.

Table 1. The hit rates of different corner landmarks. The index 1/2 is the left outer/inter
eyebrow corner, the index 3/4 is the right outer/inter eyebrow corner, the index 5/6 is the right
outer/inter eye corner, the index 7/8 is the left outer/inter eye corner, the index 9/10 is the
right/left mouth corner.

Index 1 2 3 4 5 6 7 8 9 10
Hitrate(%) | 97.4 |1 94.9 1 93.9 |1 99.3 | 96.3 | 96.6 | 98.8 | 98.4 | 94.7 | 98.2

For evaluating the accuracy of landmark localization, the error rate E is defined as

t;
Z Ply — ans.ply | 100%) (11)

where pt;; is the detected position of the j-th landmark of the i-th image, ans_pt;; is
the manually marked position of the j-th landmark of the i-th image, and dist; is the
distance between the two pupils of the i-th image.

The overall performance of the proposed two-stage ASM method and the
traditional ASM are compared by showing their individual errors of each landmark in
Fig. 9.

20 +— traditional ASM ae— 111
o— M2 —a— M3

15

10

0 |||||||||||||||||||||||||;|||||||||||||||||||||||||

1 5 15 25 35 45

Fig. 9. The error rate of each corner landmark. The horizontal axis is the corner index in which
No.1~No.12 correspond to the eyebrow-related landmarks, No.13~No.27 correspond to the
eye-related landmarks, No.28~No.36 correspond to nose-related landmarks, and No.37~No.50
correspond to mouth-related landmarks. The vertical axis indicates the error rate.

There are several improvements proposed in this paper. In order to verify their
effectiveness, several experiments are conducted by using different combination of
the proposed methods. M1 denotes using the first stage to locate the corner-type
landmarks with the Adaboost-based detectors and the traditional ASM to locate the
edge-type landmarks without initializing the nose shape, M2 denotes using the first
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stage 1 to locate the corner-type landmarks and the improved ASM to locate the edge-
type landmarks with initializing the nose shape, and M3 denotes using the first stage
to locate the corner-type landmarks and the improved ASM to locate the edge-type
landmarks by using both nose shape re-initialization and different landmark-related
search ranges.

Form Fig. 9 we can see the error of M1 in the nose part is larger than traditional
method. Because when we initialized the eye, eyebrow and mouth without initialized
the nose, sometimes it would undermine the overall facial structure. Therefore, it will
cause large errors. But in M2, because we using the eye corner and mouth to initialize
the nose position, the error rate in nose can be reduced.

Obviously, M3 performs much better than the traditional ASM. This reveals that
both the Adaboost-based corner-type landmark detectors and the variable rectangular
search ranges are very useful in detecting the corner-type landmarks of eyebrow, eye
and mouth, such as the 1th, 4th, 7th, 10th, 13th, 16th, 20th, 23th, 37th and 41th
landmarks in Fig. 9. When a human face has made an exaggerated facial expression,
due to the two-stage ASM design, most landmarks can still be detected correctly. By
using different search ranges for different landmarks can also improve the landmark
localization accuracy. Although none of nose-related landmarks belongs to the corner-
type landmark, they can still using the eye corner and mouth corner to improvement.
Fig. 10 shows the detected positions of 50 landmarks by using the traditional and the
proposed two-stage ASM methods, individually, the first row is the processed results
of the traditional ASM, and the second row is the processed results of the proposed
method M3. Obviously, the proposed method M3 gets much better results than the
traditional ASM.

Fig. 10. Some results on the Cohn Kanade database. The top row shows the detected landmarks
by the traditional ASM method and the bottom row shows the detected results by the proposed
ASM method.

5 Conclusion

In this paper, we have proposed a two-stage ASM method to improve the facial
landmark detection. The first stage uses an Adaboosting algorithm to locate 10
corner-type landmarks, which are attributed into three classes (i.e., eyebow, eye and
mouth) and each class has its own candidate selection method from the detected
candidates. The second stage is to detect the whole facial landmarks by using the
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locations of the detected corner-type landmarks in the first stage as the initial
positions of ASM, and different facial landmarks correspond to different search
ranges based on their variation extents. From the experimental results, it demonstrates
clearly that the proposed method outperforms the traditional ASM algorithm,
especially in corner-type landmarks. In the future work, we will try to design a 2D
feature model instead of the tradition 1D feature model for the edge-type landmarks.
Expectedly, it can further improve the accuracy of localizing facial landmarks.

Acknowledgments. This research is supported by Taiwan NSC under contract NSC
98-2221-E-216-029.
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Abstract. Face recognition is very useful in many applications, such as
safety and surveillance, intelligent robot, and computer login. The reliability and
accuracy of such systems will be influenced by the variation of background
illumination. Therefore, how to accomplish an effective illumination
compensation method for human face image is a key technology for face
recognition. Our study uses several computer vision techniques to develop an
illumination compensation algorithm to processing the single channel (such as
grey level or illumination intensity) face image. The proposed method mainly
consists of four processing modules: (1) Homomorphic Filtering, (2) Ratio
Image Generation, and (3) Anisotropic Smoothing. Experiments have shown that
by applying the proposed method the human face images can be further
recognized by conventional classifiers with high recognition accuracy.

Keywords—Face Recognize, Illumination Compensation, Anisotropic
Smoothing, Homomorphic Filtering.

1. Introduction

In recent years, digital video signal processing is very popular because digital audio
and video technology have made a lot of progress, the price of large data storage is
lower and the cost of the optical photographic equipments also decreases. Most
importantly, artificial intelligence and computer vision technology are getting mature.
So intelligent video processing systems gain much attention to the public, especially it
has become a very important role in the safety monitoring field. In this field, the
accuracy of face recognition is an essential goal to pursue, so we address this issue
here, and hope to be able to develop a high accuracy of face recognition.

For face recognition, there are several problems which will affect the recognition
accuracy. Among them, ambient lighting variation is a very crucial problem because it
will affect the system performance considerably. Currently, most face recognition
methods assume that human face images are taken under uniform illumination, but in
fact the background illumination is usually non-uniform and even unstable. Therefore,
the face images of the same person often have very different appearances which make
face recognition very difficult. Furthermore, slanted illumination probably produces
different shadows on face images which may reduce the recognition rate greatly. So
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this research focuses on this topic and proposes an illumination compensation method
to improve the recognition accuracy under different background illumination.

There are many approaches have been proposed already, such as Retinex [1],
Illumination Cone [2], Quotient Image [3], Self-Quotient Image [4], Intrinsic
Ilumination Subspace [5] , Columnwise linear Transformation [6], Logarithmic Total
Variation model [7] , Discrete Cosine Transform [8] algorithm and Gradient faces [9]
method. Retinex is an algorithm to simulate human vision which main concept is the
perception of the human eye will be affected by the object reflectance spectra and the
surrounding lighting source. Therefore, in order to get the ideal image it computes
each pixel’s albedo by subtracting the intensity of this pixel and those of its
surrounding eight pixels, which results in the original Retinex algorithm, also called
Single Scale Retinex, SSR. In recent years, several algorithms based on this concept
but using more neighboring pixels also were proposed and they proclaimed to produce
better performance than Retinex, just like Multi-Scale Retinex, MSR [10] and Multi-
Scale Retinex with Color Restoration, MSRCR [10]; Hlumination Cone constructs a
specific three-dimensional facial model for each person, then various illuminated two-
dimensional images of one person can be constructed from his own three-dimensional
facial model. All of Quotient Image, Self-Quotient Image and Intrinsic Illumination
Subspace adopt an image preprocessing. Quotient Image (QI) has to input at least three
images under different background illumination in order to remove the information of
lighting source. Self-Quotient Image (SQI) is derived from Quotient Image and it
needs only one input image to perform lighting compensation. Therefore, it is easily
applied to all kinds of recognition systems. Being similar to QI and SQI, Intrinsic
IHlumination Subspace first uses a Gaussian Smoothing Kernel to obtain the smoothed
image, and then it reconstructs an image with the basis of the intrinsic illumination
subspace. Columnwise linear Transformation assumes that by accumulating each
column of each human face image the intensity distributions of different persons are
very similar. So, the average intensity distribution A nontrivial is computed from all
the training face images first, and the intensity distribution B of the current processed
face image is also computed, then by transforming B to A, a compensated face image
can be derived. The Logarithmic Total Variation (LTV) model is derived from the TV-
L' model [11] and the TV-L" model is particularly suited for separating “large-scale”
(like skin area) and “small-scale” (like eyes, mouth and nose) facial components. So
the LTV model is also retain the same property. The Discrete Cosine Transform
(DCT) algorithm transforms the input image from spatial domain to frequency domain
first. Finally, Gradient faces method use Gaussian kernel function to transform the
input image to gradient domain and get the Gradient faces to recognition.

However, these methods still have their shortcomings and deficiencies. For
example, both Illumination Cone and Quotient Image require several face images of
different lighting directions in order to train their database; all of Retinex, Self-
Quotient Image, Intrinsic Illumination Subspace , Columnwise linear Transformation,
LTV model, DCT algorithm and Gradient faces method cannot tolerate the face angle
deviation and certain coverings (such as sunglasses) on faces. For the above reasons,
our approach references the previous approaches to propose a novel illumination
compensation method. The proposed method is based on ‘“combination” and
“complementarity” two key ideas to combine three distinct illumination compensation
methods. It can efficiently eliminate the effect of background lighting change, so a
subsequent recognition system can accurately identify human face images under
different background illumination.
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This paper is arranged into 4 sections. Section 2 describes the concept and the
processing steps of the proposed compensation algorithm; Section 3 describes the
testing database and experimental results; finally, conclusion is drawn in Section 4.

2. The Proposed Illumination Compensation Method

In order to eliminate the effect of background lighting, we assume that (x, y) is the
coordinate of an image pixel P, f(x,y) is the gray value of P. So based on a
Lambertian model [12], f(x,y) can be expressed by the multiplication of two
functions [2, 3, 12], which is

f,y) =ilx,yr(x,y). )]

In this function, i(x, y) is the illuminance of P and r(x, y) is the reflectance of P. In
general, the illumination values of neighboring pixels are similar to each other, so
i(x,y) can be regarded as one kind of low-frequency signal in an image. However, the
reflectance will show the contrast arrangement of different composite materials (such
as skin, eyebrows, eyes and lips, etc.) of this image. Therefore, r(x, y) can be regarded
as a high-frequency signal which closely corresponds to texture information of face.

Based on this understanding, our research uses the digital filtering approach to
reduce the low frequency signal, and emphasize the high frequency signals of a face
image at the same time. We expect to decrease the influence of background lighting on
facial analysis and recognition. So the facial texture features can be strengthened to
achieve the better face recognition accuracy.

The proposed illumination compensation method consists of (1) Homomorphic
Filtering, (2) Ratio Image Generation, and (3) Anisotropic Smoothing, which are
shown in Fig.1.

Input Face Image+

¢

Homomorphism Filtering

'

Ratio Image Generation

'

Anisotropic Smoothing

'

Resulting Output

Fig. 1. The processing diagram of the proposed method.
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2.1 Homomorphic Filtering

In reality, face images are influenced to many conditions and factors (such as
lighting and face angle), so an original image may contain lot of noises. Therefore, we
use a homomorphic filtering to adjust the image intensity by strengthening the high-
frequency signal and decreasing the low-frequency signal.

First, we adopt the logarithm operation to separate the illumination and reflection
coefficient from image, that is,

Z(x,y) =Inf(x,y)
=mni(x,y) +Inr(xy) (2)

Next, we adopt the Fourier Transform to compute the left and right sides of the
above equation,

F{Z(x,y)} = F{lni(x,y)} + F{lnr(x,y)}
Z(u,v) = F;(w,v) + E-(u,v)

where Z(u,v), F;(u,v) and E.(u,v) are the Fourier Transform results of Z(x,y),
Ini(x,y) and Inr(x,y) respectively. Then, we use a low-frequency filtering function
H (u, v) to multiply the above formula and get

S(tu,v) = Hw,v)Z(u,v)
= H(u,v)F;(u,v) + H(u, v)E.(u,v) 3)
Furthermore, we use an inverse Fourier Transform to get
SSCx,y) = FTH{S(w,v)}
= F{H@vFwv}+F{HWvEwv)} @)
=i(xy) +7'(xy)
where
i (x,y) = F H{H@W v)F(u,v)}
r'(x,y) = F"{H W, v)F.(u,v)}
Finally, we apply the exponential operation to the above formula and obtain

glx,y) = 55t
= li G+ )}

= ol ) gr'(xy) (5)

= o (x, I (x,¥)

After performing all of the above steps, g(x,y) is the final filtered image. Because
of H(u,v) is a low-frequency filtering function, it will significantly reduce the
intensity of low-frequency signal. So g(x,y) can not only effectively preserve the
high-frequency texture information, but also reduce the impact of illumination
variation.

In general, H(u, v) can be designed as

7

H(u,v) = (g —n)[1— e P @) 4y ©
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where vy > 1,1, < 1, and D, is a cut-off frequency. The constant ¢ is a parameter to
control the increasing degree of the exponential function. Figure 2 shows an
illustrating graph of H (u, v).

--------- ———D ()

Fig. 2. A low-frequency filtering function H (u, v).

The low-frequency signal not only includes the illumination information but also
includes the texture information of human face image. So the r;, should be set to a
small value but not zero, if we want not destroy the texture information of face image.
Because of above reason, in order to remove the illumination information, we
proposed the second steps: Ratio Image Generation.

2.2 Ratio Image Generation

We have used the homomorphic filter to reduce the influence of illumination, but
we cannot eliminate all low-frequency signals because the low-frequency signal may
also contain some facial features which are useful to recognition. So instead of setting
r, = 0 to completely eliminate the low-frequency signal, r; is set to be 0.5.
Consequently, the filtered image still contains part of illumination information. For
further reducing the illumination information, a second operation called “Ratio Image
Generation” is proposed to eliminate the low-frequency signal. From the experiment, it
clearly shows that using both of Homomaorphic Filtering and Ratio Image Generation
outperform than using Homomorphic Filtering only.

Since g(x,y) denotes the value of a filtered image pixel, based on a Lambertian
model [8], it can also be formulated as

g(x,y) =r(x,y)ilx,y) (7

where r(x,y) is the albedo, and i(x, y)s(x) is the illumination value of pixel (X, y). As
described before, r(x,y) denotes the texture information of the image and i(x,y)
denotes the low-frequency information. Let W(x,y) be a smoothed image information
by convoluting g(x, y) with a Gaussian function G. That is

W(x,y) = g(x,y) *G. )]

Basically, the lighting factor can be implicitly attributed to W. Because both i(x,y)
and W(x, y) correspond to the low frequency signal of an image at pixel (x, y), we can
use i(x,y) = ¢ x W(x,y) to present the approximate relationship between both low-



6  Yea-Shuan Huang, Chu-Yung Li

frequency data and c is a constant value. If g(x,y) is divided by W (x,y), a new image
N(x,y) can be constructed which inherently reveals the high frequency
attribute r(x, y). That is

_9Gy) ry)itny) r(n,y) 9
Wy Wy

where N can effectively reflect the intrinsic information of an image, which is called
the ratio image.

N(x,y)

2.3 Anisotropic Smoothing

While a ratio image N can effectively reflect the high-frequency signal of image,
but it is very sensitive to noise. Therefore, we use an anisotropic smoothing operation
to reduce the interference of noise. However, the general smoothing algorithms will
not only reduce noise, but also undermine the image texture characteristics because
they belong to high frequency signal. In order to reduce the noise effect and avoid the
degeneration of normal texture information, we purposely design an anisotropic
smoothing algorithm to produce the smoothed image. Here, some variables about the
anisotropic smoothing operation are defined as below:

N, ,, is the image value of pixel (x, y) in a ratio image

Ap= Nx+1,y - Nx,y
Ay = Nx—l,y - Nx,y
Ag= Nx,y+1 - Nx,y

Ay=Nyy_y — Ny, (10)

Ag, Ay, Ag and Ay represent respectively the 4-directional image differences between
pixel (x, y) and its adjacent image pixels. During the smoothing operation, a large
degree of smoothing will be executed on the uniform parts of image, but a much small
degree of smoothing will be executed on the boundary of image. Consequently, the
smoothed image will preserve its boundary information effectively. To serve this
purpose, a weighting function based on image difference is designed as
_BiBk 11

Wy =exp & for k € {E,W,S,N} an
where § is the bandwidth parameter to control the change rate of the exponential
function. Then, the smoothed image are computed by

thc,y = gatcszl + A(Wng+1,y + Wwdx-1y + WsGxy+1 t WNgx,y—l) (12)

where g5 ,, is the image value of pixel (x, y) after t times smoothing operations.
Finally, in order to obtain more consistently filtered face images, a histogram
equalization operation is applied to the anisotropic smoothed image.
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3. Experimental Results

In order to estimate the performance of the proposed method, the present study uses
two famous face databases (Banca [13] and Yale database B [14]) to evaluate the
recognition rate. The Banca database contains human frontal face images grabbed
from several sections to reflect different variation factors. Among all sections, the
section 1, 2, 3 and 4 of the “controlled” classification are used in our experiment. In
each section, there are 10 images for each person, and in total there are 52 persons (26
males and 26 females), therefore it consists of 2,080 images in total. For performance
comparison, we adopted three pattern matching methods (RAW, CMSM [15] and
GDA [16]) to evaluate the recognition accuracy. RAW refers to the nearest-neighbor
classification based on the image value in the Euclidean distance metric. CMSM
(Constrained Mutual Subspace Method) constructs a class subspace for each person
and makes the relation between class subspaces by projecting them onto a generalized
difference subspace so that the canonical angles between subspaces are enlarged to
approach to the orthogonal relation. GDA (Generalized Discriminant Analysis) adopts
kernel function operator to make it easy to extend and generalize the classical Linear
Discriminant Analysis to a non-linear one. Because CMSM needs to construct a
mutual subspace, the images of 12 persons are selected to serve this end. Therefore,
the face images of the rest 40 persons are used to test the recognition performance in
this experiment. By randomly separating the 40 persons, different enrollment and
unenrollment sets are constructed. An enrollment set contains the face images of the
persons which have enrolled themselves to the recognition system and an unenrollment
set contains the face images of the persons which have not enrolled to the system.
During each random separation, there are 35 persons are selected in the enrollment set
and 5 persons are in the unenrollment set. With this design, hundreds of experiments
can be easily performed. Among the four sections, only the first section is used for
serving the training purpose, and the other three sections are for testing. As for the
Yale database B, it contains 5760 single light source images of 10 subjects each was
taken pictures under 576 viewing conditions (9 poses x 64 illumination conditions).
For every subject in a particular pose, an image with ambient (background)
illumination was also captured. Hence, the total number of images is in fact
5760+90=5850. But we only test 1 pose (pose 0) of them; it means we only use 640
images to test the recognition rate. Then these 64 images are further separated into 6
sections (about 10 images per section), and only the first section is used for serving the
training purpose, and the other five sections are for testing. Among 10 peoples, 5 of
them are selected for enrollment, and the other 5 are for unenroliment.

The specific settings of parameters in our experiments are ry = 1.6, 1, = 0.5,
Dy, = 15, and ¢ = 10. For CMSM, the base number is set 1000, and for GDA, the
kernel sigma is set 4400 and its feature dimension is 200. Figure 3 shows some images
examples of which the first row is the original images, the second row is the images
after applying the homomorphic filter, the third row is the ratio images, and the fourth
row is the images operated by the anisotropic smoothing algorithm which indeed are
the output images of our illumination compensation method.
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Fig. 3. Image examples of different processing steps, from the first row to the fifth
row: input images, hormomorphic filtered images, ratio images, and anisotropic
smoothed images.

Table 1 lists the recognition results of three different pattern matching methods, and
FAR, FRR, and RR denote false accept rate, false rejection rate, and recognition rate
individually. From this table, it shows all the recognition rates of the three recognition
methods are larger than 90%, and the recognition rate of CMSM even is up to 95%.
Thus, this experiment demonstrates that the compensated image by using the proposed
approach can be further recognized by general recognition methods.

Table 1. The recognition results of three different pattern matching methods on the
compensated Banca face database.

CMSM RAW GDA
FAR 4.6% 6.7% 6.1%
FRR 4.8% 7.3% 6.5%
RR 95.1% 92.6% 93.4%

In addition, this study also compared the recognition rates with eight other
illumination compensation methods: (1) Original, means we used original image to
processing image without illumination compensation, (2) HE, means Histogram
equalization method, (3) Retinex, (4) DCT means the Discrete Cosine Transform
algorithm, (5) RA, means that we used ratio image generation + anisotropic
smoothing, (6) HA is means homomorphic filtering + anisotropic smoothing, (7) LTV
means Logarithmic Total Variation model, and (8) Gradient faces method. Besides,
the recognition result of the original images is listed as a reference. Table 2 shows the
experimental results to compare our algorithm with other compensated algorithms.
Obviously, our method outperforms the other methods.
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Table 2. Recognition results of different illumination compensation algorithms adopt
Banca database.

Illumination Compensation Method CMSM RAW GDA
Original 88.2% 57.6%| 60.3%

Histogram equalization 88.5% 60.1%| 64.3%
Retinex 81.5% 65.0%| 75.4%

DCT 88.3% 85.1%| 82.0%

RA 89.1% 88.3%| 84.1%

HA 91.8% 85.0%| 81.7%

LTV 92.3% 90.0%| 90.6%

Gradient faces 92.5% 87.4%| 90.7%

The proposed method 95.1% 92.6%| 93.4%

Because the Banca database does not contain images with significant illumination
variation, we purposely used a few human face images from the Yale Face database
[16] to demonstrate the effectiveness of our illumination compensation method.
Visually, from Figure 4, the original images in the first row show different
appearances, but the final output images in the fourth row in fact appear quite similar
to each other. Table 3 lists the recognition rates of our proposed method and the other
illumination compensation algorithms with the Yale database B.

Fig. 4. Image examples from Yale faces database. The first column to the third
column is respectively “central-light source image”, “left-light source image”, and
“right-light source image”.
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Table 3. Recognition results of different illumination compensation algorithms and
different databases.

Illumination Compensation Method CMSM RAW GDA

Original 90.0% 82.6% 92.2%
Histogram equalization 96.1% 91.6% 97.9%
Retinex 95.8% 87.8% 97.8%
DCT 94.0% 88.0% | 100.0%
RA 93.9% 83.7% 95.9%
HA 92.1% 87.6% 97.8%
LTV 86.2% 93.0% 98.2%
Gradient faces 94.1% 93.8% 100.0%
The proposed method 97.8% 95.6% 100.0%

In Table 3, We can find the recognition rate of Yale database B can be up to 100%.
It’s because the Yale database B contains variation only in illumination and keeps
other conditions (ex. background, pose, expression and accessory) the same. However,
the recognition rate of Banca database is lower (at most 95.1%) because it basically
contains more variation and more peoples than Yale database B. So we can say the
recognition of Banca database is more difficult than that of Yale database B. From the
above experiments, it obviously shows that our purposed method consistently performs
best than the other commonly used illumination compensation methods for the Banca,
and Yale B face databases.

4. Conclusion

In this paper, we propose a set of illumination compensation technique use for
human face recognition. The proposed technique uses digital filtering to reduce the
low-frequency signal and strengthen the high-frequency signal to reserve the facial
texture information. And the proposed technique also can reduce the effect of
background lighting change to increase the accuracy of face image recognition.
Experiments have shown that the proposed method can achieve very promising
recognition accuracy for the Banca database and Yale B faces database of each
recognition method. It confirms the proposed algorithm is indeed more feasible and
applicable. Actually, the proposed method is a general lighting compensation method
which is not only limited in recognizing human faces. In the future, we will try to
apply this method to other applications (such as OCR and Video surveillance).
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