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A method of combining Weighted Local Directiona Pattern
(WLDP) and Local Binary Pattern (LBP) for facial expression
recognition is proposed. First, WLDP and LBP are applied to
extract human facial features. Second, principle component analysis
(PCA) is used to reduce their feature dimensions respectively.
Third, both reduced facia features are merged to form the final
feature vector. Fourth, support vector machine (SVM) is used to
recognize facial expressions. Experiment on the well known Cohn-
Kanade expression database, a high accuracy rate up to 91.1% for
recognizing seven expressions can be achieved with a person-
independent 10-fold cross-validation scheme.
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ABSTRACT:

A method of combining Weighted Local Directional
Pattern (WLDP) and Local Binary Pattern (LBP) for facial
expression recognition is proposed. First, WLDP and LBP
are applied to extract human facial features. Second,
principle component analysis (PCA) is used to reduce their
feature dimensions respectively. Third, both reduced facial
features are merged to form the final feature vector.
Fourth, support vector machine (SVM) is used to recognize
facial expressions. Experiment on the well known Cohn-
Kanade expression database, a high accuracy rate up to
91.1% for recognizing seven expressions can be achieved
with a person-independent 10-fold cross-validation scheme.
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1. Introduction

In recent years, Human-Computer Interaction (HCI)
becomes more and more popular. If a computer can
know a person’s feeling or emotions and react
immediately, it will be regarded as very friendly. In
general, there are many ways for a computer to
communicate with human beings, such as by speaking,
by gesturing and by making facial expressions.
Researchers demonstrate that information passed by
language accounts for 7 percent, information passed by
tone of wvoice accounts for 38 percent, however,
information passed by speaking people expressions
accounts for 55 percent during human intercourses.
Therefore, a lot of research effort has been devoted to
facial expression recognition. However, there is no
matured product or technology today so that facial
expression recognition is still an active research topic.

In this section, we will briefly introduce the existed
methods for facial expression recognition. In 1978,
Ekman and Friesen defined six universal facial
expressions [1], including happiness, sadness, anger,
surprise, fear and disgust. They proclaimed these
expressions are stable not only across different races,
but also across different cultures. In order to make
recognition procedure more standardized, a set of

muscle of movements, known as Action Units, was
created by psychologists, thus forming the so-called
Facial Action Coding System (FACS) [2]-[3], and these
action units can be transformed into six universal
expressions by rules proposed in [4].

To recognize these six universal expressions, we
can in general classify these algorithms into two
categories; one is feature-based methods and the other is
appearance-based methods. Recently, Valstar et al. [5]-
[6] have demonstrated that geometric feature-based
methods provide better or equal performance than
appearance-based approaches in Action Unit recognition.
In [7], Kotsia et al. use shape and texture information to
recognize six expressions and got superior performance
on Cohn-Kanade. However, feature-based methods
usually require robust facial feature localization in order
to get good recognition results. For appearance-based
methods, image filter such as Gabor-wavelet, is in
general applied to the whole or a partial face image to
extract the facial texture frequencies [8]-[12]. Although,
the appearance-based method by using Gabor-wavelet
gets excellent performance, but due to convolve face
images with banks of Gabor filters, it is hard to be
applied on real-time facial expression recognition
systems. There are some methods [13] which use LBP to
extract effective appearance features and get similar
performance as Gabor-wavelet method, but it is still
suffer much from non-monotonic illumination variation,
random noise, and change in pose, age, expression.
Some subspace methods such as 2DLPP [14] are also
used to extract appearance information for facial
expression recognition but it still have some drawback at
illumination changes. Hence, we try to combine another
feature to use the edge information to enhance the
recognition performance. This paper proposes a novel
algorithm by using the combined features of Boosting
LBP and Boosting WLDP to recognize human facial
expressions. The proposed method can enhance the
performance than only use LBP or LDP method.

The rest of this paper is organized as follows.
Section 2 describes the preprocessing step and LBP and
WLDP feature extraction method. Section 3 illustrates
the boosting algorithm and fusion feature. Section 4



introduces our experiments and the corresponding
results. Finally, conclusions are drawn in Section 5.

2. Algorithm Description

The proposed algorithm can be separate into
several steps. The first is the preprocessing step and the
second step is the extract the proposed fusion feature,
and finally uses SVM to recognize the expression. The
detail preprocessing step and proposed fusion feature is
described in this section. The Fig. 1 demonstrates the
proposed algorithm flowchart.

Image /4 Preprocessing |

1

1 Boosted-LBP & PCA H

HOSVM H Outpar )

Hoosted WLDPH  PCA
|

Fig. 1: The flowchart of the proposed algorithm

2.1. Preprocessing Procedure

Before recognizing a human face, an appropriate
pre-processing procedure to obtain both slant and size
normalized face images is very important because it can
make recognition easier and more accurate. In this
section, we illustrate how the preprocessing procedure
performs.

For reducing the face structure variation resulting
from different human races, all the face images are
cropped first and then normalized. To obtain a
normalized face region, we not only use the two eye
positions but also with two mouth-corner positions. The
main concept of using the two mouth-corner positions is
that some people’s faces are longer than others, but a
complete face image of either longer face or shorter face
can still be well extracted according to two eyes and two
mouth corners.

At first, we rotate the face image to align the
horizontal eye coordinates. The left boundary and the
right boundary of the face region are extracted from the
centre of the two eyes, and the bottom boundary of the
face region is extracted by the centre of the mouth
corners. The centre of the two eyes here we define as
(Xecy Yec)- The top-left corner can be defined as (xe.-0.9d,
Yec-0.6d) and the top-right corner can be defined as
(Xect0.9d, Ye-0.6d). The bottom-left and bottom-right
corner here, we use the centre of the two mouth corners,
and the coordinate of the centre point we define as (Xpc,
Yme)- The bottom-left corner can be defined as (Xyc-0.9d,
Yme+0.3d) and the bottom-right corner can be defined as
(Xme+0.9d, yne+0.3d). The proportion of facial region is
shown clearly in Fig. 2.

03d|
Fig. 2: The definition of facial boundary model

When a face image is extracted, we normalize the
extracted image to size of 128x96 pixels. Fig. 3 shows
several image samples of the same person with different
head rotations and facial expressions, and the
normalized extracted face image is shown in the right
bottom of each image sample. Obviously, the

normalized face images look quite similar by using the
makes

specified preprocessing procedure.  This
successive expression recognition plausible.

Fig. 3: Several Image samples and their extracted
images with different head rotations and expressions.

2.2 Local Binary Pattern (LBP)

The LBP operator is introduced by Ojala et al. [15]
which label each image pixel by comparing its value
with a 3x3 neighborhood pixels individually and
converting the individual comparison result together to
form an integrated feature array. The LBP operator can
be described as follow. The (X, y.) means the centre of
the LBP mask and s(x) is a thresholding function.

LBP(Xc!yc)ZZS(gp _gc)zp (1)

p=0
where
1 ifx>0;
s(x) = 2
) {O, if x<O. 2)

Fig. 4 illustrates an example of obtaining a LBP micro-
pattern LBP.
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Fig. 4: The basic LBP operator

One variation of the LBP code is known as uniform
pattern which is in general represented as LBPu2. The
LBPu2 means the LBP binary string contains at most
two bitwise transitions from 0 to 1 or vice verse. For
example, 00110000, 00000000 and 11000000 are
uniform patterns, but 11010100 and 01010101 are not
uniform patterns. In general, LBPu2 has better or similar
recognition performance than LBP. Therefore, LBPu2 is
used as feature in our experiments and in the following
discussion LBP indeed represent LBPu2 for simplicity.

2.3 Weighted Local Directional Pattern (WLDP)

The Local Directional Pattern [16] (LDP) is an eight-bit
binary code assigned to each image pixel by comparing
its 8-directional edge responses. The eight Kirsch masks
(m0~m7) shown in Fig. 5 of different directions are used
to extract the 8-direction edge response values of each
image pixel.
-3 -3 5|[-3 5 5[5 5 5|5 5 -3
3 0 5([-3 0 5 3 0 3|5 0 -3
-3 -3 5)[-3 -3 -3)[-3 -3 -3||-3 -3 -3
Right{m,) Top-Left(m,)
s -3 -3|[-3 -3 -3][-3 -3 -3|[-3 -3 -3
S5 0 3|5 0 -3([-3 0 -3|-3 0 5
5 -3 -3]|5 5 -3[|5 5 5{-35 5§
Left{m,) Bottom-Left(my) Bottom-Right{m,)

Fig. 5: Kirsch masks in eight directions.

Top-Right(m, ) Top(m,)

Bottom(m,)

After applying the eight Kirsch masks on an image
pixel, eight edge response values m0, ml,..., m7, can be
calculated and each edge response value represents the
edge strength of one specific direction, which
mO0,m1,...,m7 means the 0,45,...,275 degree of the edge
directions. Among the eight edge response values, the k
largest absolute values are selected and their
corresponding bits are set to 1. Of course, the other 8-k
bits not corresponding to the k largest absolute values
are set to 0. Accordingly, each image pixel has an eight-
bit LDP code. The LDP(xc,yc) means LDP code at
coordinate (xc,yc), s(x) means a thresholding function
and mi means the i-th Kirsh mask is used. The LDP
operator can be defined as follow.

7
LDP(x,,y,) = Zs,(mi)zt ©)
i=0
where

S(X):{l i [ X2 KM @

0 ,if|x|<dk"(M)]
M ={m,, m,,..., m;} ®)

Fig. 6 illustrates an example of obtaining LDP code with
parameter k=3.

Index M, Mg | Ms | M; | M: M, M; | Mg
Value =320 | 240 | 113 | 126 | 410 | -128 | 96 | -30
Rank | 2 3 6 51 T | 718 |
Bit 1 1 0| 0 1 0 0| 0 |
LDP(k=3) binary string 11001000
LDP code is 200

Fig. 6: The example of LDP code calculation.

The LDP operator by selecting the k largest
absolute edge response values to encode the direction of
the edge, but if the target image has no obviously edges
such as white wall or the facial skin. The LDP algorithm
still forced to encode the target image and get LDP code.
Hence, we propose a novel weighting method to avoid
the situation of the same importance to the facial skin
and to the facial part such as eye, eyebrow, nose and
mouth. The proposed WLDP method is illustrated as
follow.

For each image pixel at coordinate (X,y), beside
computing its LDP code, a corresponding weighting

value W, 5 (X, Y) is also calculated by (3).

1 k
Wy pp (X, Y) =WXZ| r"(M)| ()
] r=1

where

1 1
VO, Y) =D D L+ y+)) @)
i=—1j=-1

M ={m;,m,,..., m;} ®)
The motivation of the weighting function is that
some of the facial regions such as eyebrows, eyes, noses
and mouth have darker pixel value then others and has
stronger edge response value. For this proposes, the left
term of the weighting function is designed by summing
all pixel values from its neighbors of the center
coordinate at (x, y) and the right term is designed by
summing the top k absolute edge response values. Fig. 7
shows an example of the original image, the LDP

encoding image and the weighting image.




Fig. 7: (a) the original image, (b) the LDP encoding
image and (c) the weighting image.

3. Facial Expression Recognition

In this section, the whole proposed algorithm is
introduced. Suppose the eye positions and the mouth
corners positions have been obtained by ether detection
algorithms or manually marking.

At first, we use an AdaBoost.M2 algorithm to select
the most discriminative sub-regions from the training
samples. Then according to these selected sub-regions,
the individual histogram of LBP and WLDP are

respectively computed from each normalized face image.

Usually, each of the two features has more than one
thousand feature dimension, but the high feature
dimension will easily degrade the system performance
because of curse of dimensionality. Therefore, we
further apply PCA to reduce the dimension of each
feature. After feature reduction, both reduced features
are then concatenated to form an enhanced LBP-WLDP
feature vector. In the testing stage, the corresponding
enhanced LBP-WLDP feature vector is computed for
each testing sample. The classification result is obtained
by using SVM with RBF kernel. The AdaBoost.M2 and
the histograms of LBP and WLDP are described in this
section.

3.1 The histograms of LBP and WLDP

After applying the LBP and WLDP operator to an
image, the result image ILBP and ILDP can be obtained.
Then, the features of the image can be obtained by
calculating the histogram of LBP and WLDP. Hence,
the LBP histogram HLBP is a 59 bin histogram with
uniform pattern and the LDP histogram HLDP is a 56

bin histogram (CE =56,k =3). The calculation of the
LBP histogram can be defined by (9).

H gs =ZP{ILBP(X! y)=c} ©)
X,y

where
if Aistrue;

11 1
PLA= {0, if Aisfalse. (0

The WLDP histogram can be defined by (11).
HWLDF,’ = Z Px,y{l we(XY)=c} (11)
X,y

where
WLDP(x,y), if Aistrue;
{A}= o
0, if Aisfalse.

3.2 AdaBoost

For obtaining better description of face image, we apply
AdaBoost.M2 to find the most discriminative LBP and
WLDP histograms. Here we represent the sub-region of
LBP and WLDP as weak. The size of the weak is from
10 to 25 with 5 pixel difference for each scale and each
weak is shifted 4 pixels to the whole image. In total,
there are 7,119 weak features. At the each iteration, a
weak classifier with the minimum weighted error is
selected, and distribution is updated to increase the
weights of misclassified samples. For a weak classifier,
we adopt template matching as follow. In training, the
LBP and LDP histograms in a given class are averaged
to generate a histogram for this class. In recognition, the
LBP and LDP histograms of the test pattern is use to
match the closest reference template by the nearest-
neighbor classification. The Chi-Square Statistics (2) is
used to measure the histogram dissimilarity.

7'(8.M)= Z(SS 'K'/I) (13)

where S and M are two LBP or WLDP histograms.

4. Experimental Results

In order to evaluate the performance of different
expression recognition algorithms, we conducted
experiments on the well known Cohn-Kanade database,
which is one of the most comprehensive databases in the
facial-expression research community. The Cohn-
Kanade facial expression database consists of 95
university students aged from 18 to 30, of which 65%
was female, 15% were African-American, and 3% were
Asian or Latino. Subjects were instructed to perform a
series of 23 facial displays, in which six were based on
descriptions of prototypic emotions (i.e., anger, disgust,
fear, happiness, sadness, and surprise). Image sequences
from neutral to target displays were digitized into
640x490 pixel arrays.

For our experiments, we selected 332 image
sequences which consist of 93 subjects from the Cohn-
Kanade database. The only selection criterion was that a
sequence could be labeled as one of the six basic
expressions. For each sequences, the neutral face and
three peak frames were used for prototype expression
recognition, resulting in 1327 images (105 Anger, 120
Disgust, 129 Fear, 270 Happiness, 153 Sadness, 219
Surprise and 331 Neutral).

For more practical evaluation, the 10-fold person-
independent leave-one-out cross-validation scheme was
adopted. The person-independent means the same
subjects will not appear in both training and testing
stages and for testing the generalization abilities, the 10-
fold cross-validation is adopted. The 10-fold cross-
validation means the one of the 10 groups was selected
as the testing data and the remaining 9 groups were as



the training data each time. To avoid over-fitting, we
further used the first group of the training data as the
validation data to test the generalization ability of the
trained classifier. This above process was repeated ten
times and each group is in turn selected to serve the
testing data which is omitted from the training process.
Finally, the average recognition result on the 10 testing
dataset is reported.

Table 1 shows the recognition performance of the
proposed algorithm and other existed methods. Due to
the different environmental setup such as image pre-
processing, and different image sequences selected from
the Cohn-Kanade database, we cannot compare their
recognition rates directly, but this table still has the
valuable for a research reference. Table 1 illustrates that
WLDP gets better performance than the original LDP
and the proposed algorithm with concatenating both
Boosting LBP-PCA and Boosting WLDP-PCA gets
almost the best performance.

Table 1: Recognition Performance

Method Recognition
Rate(%)
Block-Based LBP[11] 88.9
Boosting LBP[11] 91.4
Block-Based LBP 85.90
Block-Based LDP 86.73
Block-Based WLDP 87.71
Boosting LBP-PCA 88.77
Boosting LDP-PCA 87.33
Boosting WLDP-PCA 88.31
Proposed method (Boosting LBP- 91.10

PCA+Boosting WLDP-PCA)

The confusion matrix of the proposed method in
seven expressions recognition (AN=Anger, DI=Disgust,
FE=Fear, HA=Happiness, NE=Neutral, SA=Sadness,
SU=Surprise) is illustrated in Table I1.

Cutput | I
tnpt AN DI FE ‘ HA NE SA sU
AN 724% 1.0% 21.0% | 37%
D1 942% | 0.8% i 1.7% 3.3%
FE 1.6% 80.6% | 8.5% $. 7% %
HA 0.4% 1.9 l 94.8% | 3.0% l
NE 0.9% | 0.3% | 03% i 97.3% 0.3%
SA 2.6% 2.0% 17.09% | 78.4%
su 0.5% ‘ 00 5%

Fig. 8: The confusion matrix of the proposed method.

In Table 1, the proposed method gets best
performance than only use Boosting LBP-PCA or
Boosting WLDP-PCA method individually. We also

implement the block-based method for comparing LBP,
LDP and WLDP performance in [33]. In our
experiments, the Block-Based WLDP gets best
performance in the three methods, but still lower than
[33] proposed. One of the possible reasons is that most
of our samples in harder recognize expressions (105
Anger, 129 Fear, 331 Neutral and 153 Sadness images)
in Table Il is more than [33] (108 Anger, 99 Fear, 320
Neutral and 126 Sadness images) used and remaining
obviously expressions in ours (120 Disgust, 270
Happiness and 219 Surprise images) is less than [33]
(120 Disgust, 282 Happiness, 225 Surprise images) used.

5. Conclusion

This paper proposed a novel weighting method for
LDP operator and fusion feature of Boosted-LBP and
Boosted-WLDP are also proposed. We achieve the
successful recognition rate 91.10% on Cohn-Kanade
database with proposed fusion feature than only use
Boosted-LBP and Boosted-WLDP.

Facial expression recognition is a challenge task
due to each expression has different emotional
representations. Until now, the research on facial
expression recognition still focuses on six universal
expressions and there is still a long way to go in
cognizing facial expression from the psychology and

physiology.
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