FRERTIEELE CLEF T 2L

BRESRRIEFE 2 RT3 B2 - A EASE B2
5, & 32 4 e (D)

BB

Py rEREEGEH®)

ol L R RO
i % % %t NSC 98-2221-E-216-037-
Ho¢F B R S 98E087 01 P 99077 31p

Cal SERE = SRS W

E R aFEFEAL D FHE

PR e AR ARG A EEIL AR R P
Tﬁifiﬁﬁi“i—ﬁf_{gé:_&ﬁ RN

Ao E AR ERFLEHREF LG

)%@IE?:—% ;N :ﬂ\p ﬂ,ﬂ"igy‘f ﬂ;a%éf’f‘?;jg*g,l_& «—‘r}eﬁga

PooE R K 99# 097 03P



_ - £ 2 Fa 2] . :’\' -at i];-'
'rF/IFmWN‘Lg:& ﬁ g;ﬁ_‘j’g’%pi ¥ % I:‘g)i\:’ é)ﬁﬁﬁ

BRI RIDE B R B 20 WA = sk B AT B 8
g2 g 5 (1)

phas EMEYWNTE OFE S
4 %%l I NSC 98 —2221 —E—216—037
HEFHPF: 98#F#8P 1 p199&77% 31p

L

PR B0 Y EA BT 1A

FEABL RS
LR AL 3

FRFEAR RS R

SEFLFA(REF PUFERTa)  HHEL

L]
o
2
2
N

rtF ",f R
LR
¥

v = X KB 99 # 8 ' 25 p

1

i

2

al

L+
3

=

>
S

> 1



(- )7 FE R 2 WA

-

%%#@ﬁ@844 dBc - ,:‘4 jugﬂa JTL d

T «__

AETRYREBPEI R E W RO FE AR S - R B RLR2E
T2 e Bal(lox4-m ) 2 iR FARE > A2 BRF 2

% 0.184m IP6M CMOS L4238 3+ » £ ¥ e Xilinx"t 7| AL B + 3 Rt « P 04 — 108 & & 1500k
RLAHL P RBECFF S FR 6 R AFMIRAT > GHWS A A FHE02 F 3L
RSN

AL B A S E RS BRI RIL 0 f g ¢

g

E:glr

LA E  RFELEEFR -

2 1
This research presents a hybrid COordinate Rotation DIgital Computer (CORDIC) algorithm for designs and
implementations of the direct digital frequency synthesizer (DDFS). The proposed multiplier-less architecture
with small ROM (16 x 4-bit) and pipelined data path provides a spurious free dynamic range (SFDR) of more
than 84.4 dBc. A SoC (System on Chip) has been designed by 0.18,m 1P6M CMOS, and then emulated on the
Xilinx FPGA. It is shown that the hybrid CORDIC-based architecture is suitable for VLSI implementations of
the DDFS in terms of hardware cost, power consumption, and SFDR.

Key-Words: - DDFS, hybrid CORDIC, SoC, FPGA, SFDR.
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1. Introduction

The direct digital frequency synthesizer (DDFS) plays a key role in many digital communication systems. Fig.
1 depicts the conventional DDFS, which consists mainly of phase accumulator, sine/cosine generator,
digital-to-analog converter, and low-pass filter. The sine/cosine generator as the core of DDFS is usually
implemented by using a ROM lookup table; with high spurious free dynamic ranges (SFDR) comes a large
ROM lookup table [1]. In order to reduce the size of the lookup table, many techniques were proposed [1]-[4].
The quadrant compression technique can reduce the ROM size by 75% [2]. The Sunderland architecture is to
split the ROM into two smaller ones [3], and its improved version known as the Nicholas architecture results
in a higher ROM-compression ratio (32:1) [4]. In [5], the polynomial hyperfolding technique with high order
polynomial approximation was used to design DDFS. In [6]-[10], the angle rotation algorithm was used to
design quadrature direct digital frequency synthesizer/complex mixer (QDDSM).

COordinate Rotation DIgital Computer (CORDIC) is a well known arithmetic algorithm, which evaluates
various elementary functions including sine and cosine functions by using simple adders and shifters only.
Thus, CORDIC is suitable for the design of high-performance chips with VLSI technologies. Recently, the
CORDIC algorithm has received a lot of attention to the design of high-performance DDFS [11]-[14],
especially for the modern digital communication systems.

In this research, we propose a hybrid CORDIC algorithm for the VLSI implementation of DDFS. The
remainder of this paper proceeds as follows. In section 2, the proposed hybrid CORDIC algorithm is
presented. In section 3, the hardware implementation of DDFS is described. The performance analysis is
given in section 4. Conclusion can be found in section 5
2. The Hybrid CORDIC Algorithm

In this section, the hybrid CORDIC algorithm is proposed, and based on which, a low-power and
high-SFDR DDFS can be developed.

2.1 The modified scaling-free CORDIC algorithm
In order to reduce the number of CORDIC iterations, the input angle can be divided into encoded angles
by using the modified Booth encoding (MBE) method [15]. Specifically, let y denote the input angle

represented by
w= 027+ 27" 4+ fw=1)27"" (1)
. . (w—2.585) .
where f(i)e{0,1} , w is the word length of operands, and — =p<i<w-1. The MBE
decomposition of i 1is as follows.
(w-1)/2
y= > B3 @)
i=p/2
where the encoded angle: (i) = p(i)2” with p(i) e {-2,-1,0,1,2} . As sinB(i) and cospB(i) can be
approximated by
sin A(i) = f(i) = p(i)2” 3)
2,
cos (i) = 1——’82(1) =1-p*(i)27*" 4)
we have



[x(i+l)}_ =P @27 p()2” {x(i)} (5)
yi+l) ] | —p@27  1-p7 )27 | ¥()

2(i+1) = z(i) - p()2” (6)
Fig. 2 shows the proposed architecture for the modified scaling-free CORDIC arithmetic, in which, eight
shifters, two CSAs, two CLAs, two latches, and four MUXs are used; the shifters and MUXs are to
determine p(7) .

2.2 The modified scaling-free radix-8§ CORDIC Algorithm
By using the modified angle recoding method [15]-[16], the input angle ¥ can be divided as follows.

W = §¢(i) tan™' 27 (7)

wherg;(i) e {0,1}, and wis the word length. The CORDIC iteration is therefore represented as

[x(i + 1)} :[ L ¢(i)2"}{x(i)} ®
yi+1) | | —¢@)2” 1]y

2(i +1) = z(i) — p(i) tan ™' 2 9)

Leti =3n —c; ¢ € {0,1,2}. By using the Taylor series expansion, the absolute difference between tan™' (27"

and 2°tan"'(27") is given by

¢ =|tan™ 27"~ 2% tan™ 27| = %2-3(3”-” +A (10)
where A is the remaining terms of the difference betweentan™ (2°%")and 2°tan™'(27"). Thus, we have
2—3(3n—c) 2—31’

S 3 3 (11

For w-bit operands, ¢ can be ignored in the following sense

c<2™ (12)

Based on equations (11) and (12), we have

2—3i

— <2 13
3 (13)

3i+log,3>2w (14)

izw—log23: w—log, 3 W (15)

3 3 3

W . : . . .
As aresult, when > 3 three consecutive terms of equation (7) can be integrated into a single term as

follows:

#(Bn—-2)tan"' (27" )+ ¢Bn—1)tan"' (27" V) + p(3n)tan"' (27°")

=(@¢(Bn-2)-2 +pBn—-1)-2' + p(3n)-2°)tan"' (27")

=gp(n)tan”'(27") (16)
where ¢(:) € {0,1}, and therefore ¢(n) €{0,1,2,---,7} . It follows that the resulting radix-8 CORDIC algorithm

is represented as

["(’ﬁ”’}ma{ ' _(p(i)'z_Si}{x({)} (17)
y(i+1) P(i)- 27 1 y(i)



z(i+1) = z(i) — p(i)tan™' 27 (18)
K () =(1+¢" 02" (19)
The scaling factor K, is given by

i=[w/3TH

Ky= []K0) (20)

It can be shown that the scaling factor turns out to be equal to 1 when the input angle is less than 27"'*, and

moreover, if the input angle is less than 27", equation (18) can be rewritten as [19]

z(i+ 1) =z(i)— p(i)2™ (21)
Fig. 3 depicts the proposed architecture for the modified scaling-free radix-8 CORDIC arithmetic. In which,

six shifters, two CSAs, two CLAs, and two latches are used; the shifters and switches are to determine the

radices for computations. Note that the number of processors is reduced, and system throughput is increased

at the cost of hardware complexity.

2.3 The proposed hybrid CORDIC Algorithm

The input angle Q can be decomposed into a higher-angle Q, and a lower-angle ), represented as

[ui21 _ [u/2 W (w-u)/3H1 )
Q:QH +QL — zp(l)th + Zq)(i)zu—H}(t—’—w/ﬂ) (22)

i=0 iqu/2]
where w 1s the word length with the first u bits being the most significant bits; €, and €, are computed
by using the modified scaling-free CORDIC algorithm and the modified scaling-free radix-8 CORDIC

algorithm, respectively. For computation efficiency, the determination of u is as follows: 1) # must be an odd

number to satisfy the MBE method, and 2) u > % under the scaling-free constraint. Thus, we have

2n+Lif w=4n+0
2n+1,1 =4n+1

yo ) 2L w=an (23)
2n+Lif w=4n+2

2n+3,if w=4n+3

Based on the above equation, the minimum iteration number of the proposed hybrid CORDIC algorithm
can be obtained as shown in Fig. 4. The computations of x(i) and y(i) are therefore as follows.

For £Si< “ ,
2 2

x(i +1) = x() = p* ()27 x(D) - p(i)27 y(i) 24)
y(i+1) = y(@) = p> ()27 x(@) + p(0)27 y(i) (25)
For [z—l <i< [E—‘+[W_u—‘,

2 4 3
x(i +1) = x() — (i)2" AR iy (26)
Y +1) = y(0)+ ()2 (i) @7

3. Hardware Implementation of the Proposed DDFS
In this section, the DDFS implemented by using the hybrid CORDIC algorithm is presented. Fig. 5 shows
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the 16-bit DDFS architecture consisting mainly of phase accumulator, phase calculator, and sine/cosine
generator, which is different from the conventional architecture. It is noted that the accumulated error in the
sine/cosine generator is to be corrected by using the 4x16-bit correction table. Take into account DAC

technology, hardware cost and practical applications, the word length of the propose DDEFS is set to 16-bit.

The hybrid CORDIC-based sine/cosine generator with recursively accumulated angle 8, is given by
x(@+1) _ c?s &, —sind, | x(i) (28)
y(i+1) sind,  cos$, | y(i)

2 : .
where 4, =A . —,and A__ isan integer number. (29)
2
For convergence, the input angle of the scale-free CORDIC algorithm is restricted as follows:
w=1
9,<S2=1 (30)
% 8
From the above two equations, we have
216
A, =—-8, <1304 €1y
2

The architecture for the sine/cosine generator is shown in Fig. 5. In which three modified scaling-free
CORDIC arithmetic units (MCORDIC-Type A) and two modified scaling-free radix-8 CORDIC arithmetic
units (MCORDIC-Type B) are used.

The chip is synthesized by the TSMC 0.18 pm 1P6M CMOS cell libraries [17]. The layout view of the
proposed DDFS is shown in Fig. 6. The core size obtained by the Synopsys® design analyzer is612 x 612 zm>.
The power consumption obtained by the PrimePower® is 6.05 mW with a clock rate of 100MHz at 1.8V. The
tuning latency is 8 clock cycles. All the control signals are internally generated on-chip. The chip provides
both high throughput and low gate count.

4. Performance Analysis of the Proposed DDFS

The number of correcting points versus the SFDRs with different (F,/F))’s in the proposed DDFS is
shown in Fig. 7. Due to trade-off between hardware cost and system performance, the correcting circuit with
16 points is implemented in the proposed DDFS. In case of 16-bit word length, as shown in Fig. 8, the
high-frequency SFDR is 169.7 dBc, respectively. The mid-frequency SFDR of sine and cosine is 122 dBc, as
shown in Fig. 9, respectively. The low-frequency SFDR of sine and cosine is 85.06 dBc, as shown in Fig. 10,
respectively. As a result, the SFDR is above 85 dBc. Table 1 shows various comparisons of the proposed
DDFS with other methods in [11] and [13]. As one can see, the proposed DDFS is superior in terms of SFDR,
hardware cost, and power consumption.
5. Conclusion

The hybrid CORDIC-based multiplier-less DDFS architecture with small ROM and pipelined data path
has been implemented. A SoC designed by 1P6M CMOS has been emulated on Xilinx XC2V6000 FPGA. For
16-bit DDFS, the SFDR of sine and cosine using the proposed architecture are more than 85.06 dBc.
Simulation results show that the hybrid CORDIC-based approach is superior to the traditional approach to the
design and implementation of DDFS, in terms of SFDR, power consumption, and hardware cost. The 16-bit
DDEFS is a reusable IP, which can be implemented in various processes with efficient uses of hardware

resources for trade-offs of performance, area, and power consumption.
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Table I Comparison with previous works

This work
CORDIC Based DDFS Madisetti [11] 1999 Swartzlander [13] 2006 )
[Sung, Hsin & Ko]
Process ( tim) 1.0 0.13 0.18
Core Area (mm’°) 0.306 0.176 0.35 0.15 0.375
Maximum Sampling Rate (MHz) 80.4 85.7 1018 1052 100
Power Consumption (mw) 40.602 20.8251 350 143 6.056
Power Consumption (mw/MHz) 0.505 0.243 0.343 0.134 0.06
SFDR (dB.) 81 62.1 90 60 85.06
Output Resolution (bits) 16 16 16 11 16
Tuning Latency (clock cycles) 16 16 -- -- 8
Phase increment
Phase e .| Digital toanalog | | . /\/
afor + > sin/cos generator [ = » Low pass filiter —»
Fig. 1 The conventional DDFS architecture
xin yin
| T ?
1t 1+ 11t 1 [ ]
2i-1 2i+1 i1 i i i-1 2i-1 2i+l
- - - — — - - -
| | | | | | | |
| Mux || MUX || MUX || MUX |
| | | |
CSA CSA
CLA CLA
Latch Latch
xout yout

Fig. 2 The proposed architecture of modified scaling-free CORDIC arithmetic for computing
6 (MCORDIC-Type A)



x[n
| 7 7
i-2 i—1 i i-2 i-1 i
- - - - - -
| | | | | |
L L L/

CSA CSA
] ]
CLA CLA
| |
Latch Latch
| |

x()ul y()ul

Fig. 3 The architecture of modified scaling-free radix-8 CORDIC arithmetic for
computing ¢; (MCORDIC-Type B)

Phase
Accumulator —— 4 — 4 — 4
16 + i
16
Correc- >
A > tion 16 16
B [15:12] Table | o . Sin
o o o output
R R R Pipeline 16%2 M
16 ¢ e e CORDIC U
g g g > Array 16 16
14 g > > 1l
* *
16 16 3%7 3*7 _ Cos
16 |R| 16 " output
- Phase Operation e P
A, g Radix
agc Calculator 16 | &
16 Generator A ‘ L
Accumulator 16
Sine/Cosine Generator
Fig. 4 The 16-bit DDFS architecture
l9in
{ 16 Error Correcting Phase
Operation Radix Generator
. 4
3*7 Correcting
A Table
Register
16*2 16%2
3 3 3 3 3 16
\ A 4 \ 4 Y Y Y A Y
Cos
L> MCORDIC | MCORDIC | MCORDIC | MCORDIC (—»{ MCORDIC | e —» Output
Type A Type A Type A Type B Type B Register MUX
r» Iteration I [ Iteration II [~ Iteration III | Iteration IV [ Iteration V 1 —»  Sin
Output
16

Fig. 5 The architecture of sine/cosine generator (The 9,, is an accumulated angle)
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Reconfigurable Architecture for VLSI 9/7-5/3 Wavelet Filter
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Abstract: - In this paper, the high-efficient and reconfigurable lined-based architectures for the 9/7-5/3 discrete
wavelet transform (DWT) based on lifting scheme are proposed. The proposed parallel and pipelined
architectures consist of a horizontal filter (HF) and a vertical filter (VF). The critical paths of the proposed
architectures are reduced. Filter coefficients of the biorthogonal 9/7-5/3 wavelet low-pass filter are quantized
before implementation in the high-speed computation hardware In the proposed architectures, all multiplications
are performed using less shifts and additions. The proposed reconfigurable architecture is 100% hardware
utilization and ultra low-power. The proposed reconfigurable architectures have regular structure, simple control
flow, high throughput and high scalability. Thus, they are very suitable for new-generation image compression

systems, such as JPEG-2000.

Key-Words: - Reconfigurable architecture, 9/7-5/3 discrete wavelet transform (DWT), horizontal filter (HF),

vertical filter (VF), lifting scheme.

1 Introduction

In the field of digital image processing, the
JPEG-2000 standard uses the scalar wavelet
transform for image compression [1]; hence, the
two-dimensional (2-D) discrete wavelet transform
(DWT) and IDWT has recently been used as a
powerful tool for image coding/decoding systems.
Two-dimensional DWT/IDWT demands massive
computations, hence, it requires a parallel and
pipelined architecture to perform real-time or on-line
video and image coding and decoding, and to
implement  high-efficiency  application-specific
integrated circuits (ASIC) or field programmable
gate array (FPGA). At the kernel of the compression
stage of the system is the DWT.

Swelden proposed using the biorthogonal 9/7
wavelet based on lifting scheme for lossy
compression [2]. The symmetry of the biorthogonal
9/7 filters and the fact that they are almost orthogonal
[2] make them good candidates for image
compression application. Gall and Tabatai proposed
using the biorthogonal 5/3 wavelet based on lifting
scheme for lossless compression [3]. The goal of the
proposed architectures is to embed the 5/3 DWT
computation into the 9/7 DWT computation. The
coefficients of the filter are quantized before
hardware implementation; hence, the multiplier can
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be replaced by limited quantity of shift registers and
adders. Thus, the system hardware is saved, and the
system throughput is improved significantly.

In this paper, we proposed a high-efficient

architecture for the even and odd parts of 1-D DWT
based on lifting scheme. The advantages of the
proposed architectures are 100% hardware-
utilization, multiplier-less, regular structure, simple
control flow and high scalability.
The remainder of the paper is organized as follows.
Section 2 presents the lifting-based 2-D discrete
wavelet transform algorithm, and derives new
mathematical formulas. In Section 3, the
high-efficient and reconfigurable architecture for the
lifting-based 2-D DWT are proposed. Finally,
comparison of performance between the proposed
reconfigurable architecture and previous works is
made with conclusions given in section 4.

2 The Lifting-Based 2-D DWT

Algorithm

Usually the Lifting-based DWT requires less
computation compared to the convolution-based
approach. However, the savings depend on the length
of the filters. During the lifting implementation,
no-extra memory buffer is required because of the

ISBN: 978-960-474-174-8
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in-place computation feature of lifting. This is
particularly suitable for the hardware implementation
with limited available on-chip memory. Many papers
proposed the algorithms and architectures of DWT
[3]-[11], but they require massive computation. In
1996, Sweldens proposed a new lifting-based DWT
architecture, which requires half of hardware
compared to the conventional approaches [2].

2.1 The 9/7 2-D DWT Algorithm
The 9/7 discrete wavelet transform factoring into
lifting scheme is represented as [12]:

7 [t a(1+z_l)[ 1 0}1 yA+z7h)
970 1 Bl+z) 10 1 1)

1 0f¢ o
ora lo vz

where «,f,y and 6 are the coefficients of lifting
scheme, and ¢ and 1/ are scale normalization

factors.

The architecture based on lifting scheme

consists of splitting module, two lifting modules and
scaling modules. The architecture of 9/7 1-D DWT
based on lifting scheme is shown in Figure 1.
The 9/7 2-D DWT is a multilevel decomposition
technique. According to the architecture of 9/7 1-D
DWT based on lifting scheme, the architecture of
modified 9/7 2-D DWT based on lifting scheme can
be derived and shown in Figure 2.

2.2  The modified 9/7 2-D DWT Algorithm
According to equation (1), the transform matrix of
the 9/7 DWT based on lifting scheme is modified as

];1(2):[1 a(1+zl)}{ 1 o}

0 1 pl+z) 1

1 y+z7) 1 0f¢ O

0 1 SA+z) 1]0 1/¢
(Ve (1+z‘1){1/,6’ o}

10 la |@+2) Up

Uy Q+zYH| US 0 |apfysC 0
0 Uy |@+2) US| 0  applc
1 1+ {1/aﬂ o}

0 e |1+z 1

1 1+z7° {1/y5 O}{aﬂ;ﬁ( 0 }
0 1/py |1+z 1 0 afyl s
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where A=1l«a , B=1lap , Cc=1py , D=11y6 ,

Ky =apyod and K, =afly 1< .

2.3 The 5/3 2-D DWT Algorithm

The data flow of 5/3 1-D DWT based on lifting
scheme is shown in Figure 3.

The 5/3 2-D DWT is a multilevel decomposition
technique; that decomposes into four subbands such
as HH, HL, LH and LL. The data flow of 5/3 2-D
DWT based on lifting scheme can be derived and
shown in Figure 4. The 5/3 discrete wavelet
transform factoring into lifting scheme is represented
as [10]:

|1 a(l-i—z‘l){ 1 o}
0 1 pL+z) 1

)

@)

3 The High-Efficient and
Reconfigurable Architectures for 9/7
and 5/3 Lifting-Based 2-D DWT

The proposed reconfigurable architecture for 5/3 and
9/7 lifting based 2-D DWT including horizontal filter
(HF) and vertical filter (VF) is shown in Figure 5. In
this reconfigurable architecture, the architecture of
horizontal filter and the architecture of vertical filter
are shown in Figure 6 and 7, respectively. The
proposed reconfigurable architecture for modified
horizontal filter (HF) consists of eleven delay units,
seventeen multiplexers and two processing elements
(PEs). The PE(A/B/E) performs O1 for data output
5/3(1) and PE(C/D/F) performs O2 for data output
9/7(1). The architecture of PE(4/B/E) and the
architecture of PE(C/D/F) are shown in Figure 8 and
9, respectively. The architecture of scaling
normalization (SN) is shown in Figure 10. Filter
coefficients of the biorthogonal 9/7 and 5/3 wavelet
low-pass filter are quantized before implementation
in the high-speed computation hardware. In the
proposed architecture, all multiplications are
performed using shifts and additions after
approximating the coefficients as a Booth binary
recoded format (BBRF). The constant multiplier
shown in Figure 11 consists of two carry-save-adders
(CSA(4,2)) , a Carry Lookahead Adder (CLA) , and
six hardwire shifters and replaces conventional
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multiplier (®) in PE(A/B/E), PE(C/D/F) and SN.

Figure 12 shows architectures of line delays LD, LD1,
LD2 and LD3 in vertical filter. We handle borders by
the symmetric extension method [10]. Hence, the
quality of reconstructed images can be improved.

The proposed reconfigurable architectures for 9/7
and 5/3 DWT reduce the critical path [13]-[19].
In NxN 2-D DWT, it requires

1. 4 ,,. 1
9J +10N(1— )+~ N2(1——
( 2J) 3 ( 4‘,)

computation
cycles (addition operations) with N?/4+9N
memories to perform 9/7 2-D DWT, where J is
number of levels. It requires
1 2 5 1

4J+2N(Ql-—)+=N"(1—-—

-+ 5N a-7)
cycles (addition operations) with N?/4+3.5N
memories to perform 5/3 2-D DWT, where J is
number of levels. Both of two architectures are 100%
hardware utilization.

computation

4 Conclusion

Filter  coefficients are  quantized  before
implementation using the biorthogonal 9/7 and 5/3
wavelet. The hardware is cost-effective and the
system is high-speed. The proposed architecture in
9/7 DWT reduces power dissipation by m compared
with conventional architectures in m-bit operand
(low-power utilization).

The proposed architecture in 5/3 DWT with
24-bit fixed point operations had been applied to
512x512 original images Lena is shown in Figures
13(a) and the reconstructed images Lena is shown in
Figure 13(b), respectively. The PSNRs of the
reconstructed images Lena is 32.554dB. Hence, the
proposed reconfigurable architecture has been
applied to image compression with great satisfaction.

In this paper, the high-efficient and low-power
reconfigurable architecture for 2-D DWT has been
proposed. The proposed reconfigurable architecture

performs compression in
9J +10N(1—2%) +%N2(1—4ij)) -T, computation
time for of7 DWT and
Snva-Ly+2n2a-Ly.r for 53 DWT
2 2773 477 ’

where the time unit (Ta is time of addition operation).
The critical paths are 37, for 9/7 DWT and 27, for

5/3 DWT, and the output latency time are 497, for
9/7 DWT and 117, for 5/3 DWT. Buffer sizes

are N2/4+9N for 9/7 DWT and N2/4+3.5N for
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5/3 DWT. The control complexity is very simple.

The comparisons between previous works [13]
[18] and this work are shown in Table 1 for 9/7 DWT
and Table 2 for 5/3 DWT.

The advantages of the proposed reconfigurable
architecture are 100% hardware utilization and ultra
low-power. The architecture has regular structure,
simple control flow, high throughput and high
scalability. Thus, it is very suitable for
new-generation image compression systems, such as
JPEG-2000. The proposed reconfigurable DWT is a
reusable IP, which can be implemented in various
processes and combined with an efficient use of
hardware resources for the trade-offs of performance,
area, and power consumption.
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Table 1 Comparison between previous works and
this work (9/7 DWT architecture with single input,

T, : multiplication time, 7, :addition time and
T, : latency delay )
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Acrchite-
Performance
cture
Memory Size(bytes):
N%/4+55N
Wu [18] Compijtatloz Cycle: .
2005 (227 +6NA-—7) +§N2(1—4—J))~Tm
Border Handling: NO
Hardware Utilization: ~100%
Memory Size(bytes):
N2
Andra Comp4utat|on C)icle:
2
[13] 2002 T J+3N (1—4—J)~Tm
Border Handling: NO
Hardware Utilization: ~ 50%
Memory Size(bytes):
N2/4+9N
Computation Cycle:
This work

1, 4 1
(9J+10N(1—2—J) +§N2(1—4—J)) T,

Border Handling: YES

Hardware Utilization: ~100%

Table 2 Comparison between previous works
and this work (5/3 DWT architecture with dual

input, 7, : multiplication time and 7, :addition

time)
Archite- Performance
cture
Memory Size(bytes):
N%/4+5N
Chiang Computation Cycle:
[19] N2.T
2005
Border Handling: NO
Hardware Utilization: ~100%
Memory Size(bytes):
N2/2+4N
Andra Computation Cycle:
[20] N?
2002 ( 2 " 2N) T
Border Handling: NO
Hardware Utilization: ~100%
Memory Size(bytes):
N%/4+35N
Computation Cycle:
This work

3 1 2 1
(EN(1_2_1)+§N (1—4—J))‘Ta

Border Handling: YES

Hardware Utilization: ~100%
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x(i) —|

Fig. 1. The architecture of 9/7 1-D DWT
based on lifting scheme( P1=a(1+z),
Ul=p(1+z"), P2=y(1+z) and
U2=5(1+z"))
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Fig. 2. The architecture of modified 9/7 2-D

DWT based on lifting scheme
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Fig. 3. The data flow of 5/3 1-D DWT based
on lifting scheme
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Fig. 4. The data flow of 5/3 2-D DWT based
on lifting scheme
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Fig. 5. The proposed reconfigurable
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on lifting scheme
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Fig. 6 The architecture of horizontal filter (HF)
in the proposed reconfigurable architecture
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Fig. 8 The architecture of PE(A/B/E) in the
proposed reconfigurable architecture
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Fig. 9 The architecture of PE(C/D/F) in the
proposed reconfigurable architecture
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Fig. 10 The architecture of scaling normalization
(SN) in the proposed reconfigurable architecture
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Abstract: - In this paper, the high-efficient and reconfigurable architectures for the 9/7-5/3 discrete wavelet
transform (DWT) based on convolution scheme are proposed. The proposed parallel and pipelined architectures
consist of a high-pass filter (HF) and a low-pass filter (LF). The critical paths of the proposed architectures are
reduced. Filter coefficients of the biorthogonal 9/7-5/3 wavelet low-pass filter are quantized before
implementation in the high-speed computation hardware. In the proposed architectures, all multiplications are
performed using less shifts and additions. The proposed reconfigurable architecture is 100% hardware
utilization and ultra low-power. The proposed reconfigurable architectures have regular structure, simple control
flow, high throughput and high scalability. Thus, they are very suitable for new-generation image compression
systems, such as JPEG-2000.

Key-Words: - Folded reconfigurable architecture, 9/7-5/3 discrete wavelet transform (DWT), high-pass filter
(HF), low-pass filter (LF), convolution scheme.

1 Introduction coefficients of the filter are quantized before
In the field of digital image processing, the hardware impler_ne_ntation; hc_ance, thej mult!plier can
JPEG-2000 standard uses the scalar wavelet be replaced by limited quantity of s_hlft registers and
transform for image compression [1]; hence, the adders. Thus, the system hardware is saved, and the
two-dimensional (2-D) discrete wavelet transform  System throughput is improved significantly.
(DWT) and IDWT has recently been used as a In this paper, we proposed a high-efficient
powerful tool for image coding/decoding systems. architecture for the even and odd parts of 1-D DWT
Two-dimensional DWT/IDWT demands massive based on lifting scheme. The advantages of the
computations, hence, it requires a parallel and ~ Proposed architectures are 100% hardware-
pipelined architecture to perform real-time or on-line ~ Utilization, multiplier-less, regular structure, simple
video and image coding and decoding, and to  control flow and high scalability. _
implement  high-efficiency  application-specific The ren_wamder of the paper is organized as
integrated circuits (ASIC) or field programmable follows. Section 2 presents the 2-D discrete wavelet

gate array (FPGA). At the kernel of the compression  transform algorithm, and derives new mathematical
stage of the system is the DWT. formulas. In Section 3, the high-efficient and

standard biorthogonal 9/7 wavelet based on proposed. Finally, comparison of performance
convolution scheme for lossy compression [2]. The ~ between the proposed reconfigurable architecture
symmetry of the biorthogonal 9/7 filters and the fact ~ @nd previous works is made with conclusions given
that they are almost orthogonal [2] make them good 1N section 4.

candidates for image compression application. Le

Gall proposed using the JPEG2000 standard

biorthogonal 5/3 wavelet based on convolution 2 The 2-D DWT Algorithm

scheme for lossless compression [2]. The goal of the The 2-D DWT is a multilevel decomposition
proposed architectures is to embed the 5/3 DWT technique. The mathematical formulas of 2-D DWT
computation into the 9/7 DWT computation.  The are defined as follows [3]-[4]:

K-1K-1
The National Science Council of Taiwan, under Grant NSC98-2221-E- LL'(m,n) = z z 1()-1(k)-LLr@2m—i,2n-k) (1)
216-037 and Chung Hua University, Taiwan under Grant CHU-NSC98- i=0 k=0

2221-E-216-037, supported this work.
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K-1K-1
LHI(m,n)=> "> 1) -h(k)- LU (2m—i,2n-k) (2)
i=0 k=l
_ KiKi _
HLI (m,n) = > h(i)-1G) - LU (2m - i,2n - k) (3)
i=0 k=
) KiKi _
HH I (m,n) = h(i)-h(k) - LU @2m—i,2n— k) (4)

o

k=

o

=
where 0<n, m<N;, LL°(m,n) is the input image,
K denotes the length of filter, I(i) denote the impulse
responses of the low-pass filter, and h(k) denote the
impulse responses of the high-pass filter, which is
developed from (KxK) -tap filters, and
LLI(m,n) LH ’(m,n) HL! (m, n)
HH J(m, n) denote respectively the coefficients of

low-low, low-high, high-low and high-high subbands
produced at the decomposition level j (also

represented by LL' | LH'  HL' | and HH').
N; x N denotes samples of LL’.

and

b b b

According to the mathematical formulas (1),
(2), (3) and (4), the decomposition is produced by
four 2-D convolutions followed by the decimation
both in the row and in the column dimension for each
level. In the three-level analysis for 2-D DWT, the

data set LL'™" having N;;xN;, samples is
decomposed into four subbands LL!,LH ! HL!, and
HH having N;jxN;
(N4 /2)x(N;_,/2)) samples.

Let LLI(2n) , 1()I(2k) , 1(i)h(2k) , h(i)I(2k)
and h(i)h(2k) be 1-D DWT consisting of the

each (equals  to

even-numbered  samples, and 0<n<N; ;
0<k<K/2 .Moreover, let LU (2n+1)
Ik +1) , I@{ih@k+1) , h@iI(2k+1) and
h(i)h(2k +1) be 1-D DWT consisting of the
odd-numbered samples, and
OSnsNj X 0<k<K/2

LLLi(n), LHJ (n), HLL ;(n) ,and HH };(n) can be
expressed as follows:

[K/2]-1
LL) i(n) = ZI(i)I(Zk) -LLL (2n - 2K)
k=0 (5)
K-[K/2]-1
+ DIk +D) - LU (20 - 2k - 1)
k=0
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_ [K/2}1 _
LHE (= I0OK)- LU ; (2n—2K)
k=0 (6)
KJK/2]1 _
+ D lh(k+D)- LUy (2n—2k-1)
k=0
_ [KI2 _
HU, (= > h)I(2K)- L, (2n—2K)
k=0
K{K/2 _ (7)
+ Zh(i)l (2k+1)- LU (2n—2k-1)
k=0
) [Ki2 _
HHL; ()= ) h(i)h(2k)- LU, (2n—2k)
k=0
KJK/21 _ (8)
+ Zh(i)h(Zk +1)-LU T (2n—2k-1)

k=0
The above equations imply that L) ;(n), LHJ;(n),
HL] ;(n) and HH;(n) can be computed as the sum

of two 1-D convolutions performed independently on
the even part LLI*. (2n—2k) and the odd part

2m—i
LLIT (2n—2k -1).

2.1 The 2-D DWT Algorithm

The proposed architecture performs parallel and
pipelined processing. Each analysis level involves
two stages: stage 1 performs row filtering, and stage
2 performs column filtering. After stage 1, the input
image of size is decomposed into two subbands (L
and H) of size. And stage 1 performs result is stored
in the memory. The L subbund inputted first of stage
2 performs. Second is H subbund.In a one-level filter
bank for 2-D DWT computation. At the first level,
the size of the input image isN x N, and the size of
the output of each of the three subbands LH, HL and
HH is(N/2)x (N /2). At the second level, the input
is the LL subband whose size is(N /2)x (N /2), and
the size of the output of each of the three subbands
LLLH, LLHL and LLHH is (N/4)x(N/4). At the
third level, the input is the LLLL subband whose size
is(N/4)x (N /4), and the size of the output of each
of the four subbands LLLLLL, LLLLLH, LLLLHL and
LLLLHH is(N /8)x (N /8) ,and so on. Figure 1 shows
1-level 2-D DWT.

The coefficients of the low-pass filter and the
high-pass filter have been derived in the biorthogonal
9/7 and 5/3 wavelet [2]. The 9/7 wavelet coefficients
are gquantized before hardware implementation. We
assume that the low-pass filter has nine tapes:

h9/7(0) ’ ih‘:‘)/7(1) ’ ih9/7(2) ’ ih‘3/7(3) and ih9/7(4) '

and the high-pass filter has seven tapes:
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o7 (0) , £0,,,(1) , £g,,(2) and +g,,(3) . The 5/3

wavelet coefficients are quantized before hardware
implementation. We assume that the low-pass filter
has five tapes: h,(0),+h,, (1)) and #,,(2), and the

high-pass filter has three tapes: g, ,(0),+d,,,(0).

3 The High-Efficient and
Reconfigurable Architectures for 5/3
and 9/7 2-D DWT

The proposed reconfigurable architecture for 5/3 and
9/7 convolution based 2-D DWT including hing-pass
filter (HF) and low-pass filter (LF) is shown in Figure
2[5][6]. In this reconfigurable architecture, the input
architecture are show in Figure 3,45 and 6,the
multiplexers architecture are show in Figure 7,the
architecture of hing-pass filter (HF) and the
architecture of low-pass filter (LF)are shown in
Figure 8 and 9, respectively. The proposed
reconfigurable architecture for hing-pass filter (HF)
consists of one delay units, twenty-eight multiplexers,
six adders (It doesn’t include carrry save adder
(CSA)) and four 9/7 wavelet coefficients processing
elements (PEs).The proposed reconfigurable
architecture for low-pass filter (LF) consists of
5+5N delay units, seventy-eight multiplexers,
seven adders (It doesn’t include carrry save adder
(CSA)),five 9/7 wavelet coefficients and one 5/3
wavelet coefficients processing elements (PESs).Filter
coefficients of the biorthogonal 9/7 and 5/3 wavelet
low-pass filter are quantized before implementation
in the high-speed computation hardware. In the
proposed architecture, all multiplications are
performed using shifts and additions after
approximating the coefficients as a Booth binary
recoded format (BBRF). The constant multiplier
shown in Figure 10 consists of two carry-save-adders
(CSA(4,2)), a Carry Lookahead Adder (CLA) , and
six hardwire shifters and replaces conventional
multiplier (®) in processing elements (PEs). Figure
11 shows architectures of line delay (LD) for Vertical
filter in 2-D DWT [7].

The proposed reconfigurable architectures for
9/7 and 5/3 DWT reduce the critical path [5][6].

In N x N 2-D DWT, it requires
2] +§N(1_LJ)+£N2(1_LJ) computation
2 2 3 4

cycles (addition operations) with N? + (25/2)N +14

memories to perform 5/3 and 9/7 2-D DWT, where J
is number of levels. Both of two architectures are
100% hardware utilization.
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4 Conclusion

Filter  coefficients are  quantized  before
implementation using the biorthogonal 9/7 and 5/3
wavelet. The hardware is cost-effective and the
system is high-speed. The proposed architecture in
9/7 DWT reduces power dissipation by m compared
with conventional architectures in m-bit operand
(low-power utilization).

Three standard images have been used for the
test: “Lenna”  256x256 (I=1), “ Barbara”
512x512 (I=2)and “Boat” 512x512 (I1=3). The
number of wavelet decomposition levels (L) has been
varied from 1 to 3 for 256 x 256 images and from 1 to
4 for 512x512 image. Table 1 shows the
peak-signal-to-noise ratios (PSNRs) comparison
among different 9/7 wavelet implementations for
multiple images(l) and decomposition levels(L).
A-Open-jpeg, B-Low-complexity, C-This work[5][6].
The proposed architecture in 9/7 and 5/3 DWT with
20-bit fixed point operations had been applied to
512x512 original images Lena is shown in Figures
12(a) and 13(a)and the reconstructed images Lena is
shown in Figure 12(b) and 13(b), respectively. The
PSNRs of the reconstructed images Lena are
55.701dB and 42.625dB, respectively. Hence, the
proposed reconfigurable architecture has been
applied to image compression with great satisfaction.
In this paper, the high-efficient and low-power
reconfigurable architecture for 2-D DWT has been
proposed. The proposed reconfigurable architecture

performs compression in
19 1, 4 1 .

2J +=N(@-=)+=N*(L-))T. computation

(23+N@-—5)+ 2N (A= )T, P

time for 9/7 DWT and 5/3 DWT, respectively. where
the time unit (Ta is time of addition operation). The

critical paths are 2T, for 9/7 and 5/3 DWT, and the
output latency time are 49T, for 9/7 and 5/3 DWT.

Buffer sizes are N2 +(25/2)N +14 for 9/7 and 5/3

DWT, respectively. The control complexity is very
simple. The comparisons between previous works [6]
[8] and this work are shown in Table 2 for 9/7 DWT.
The advantages of the proposed reconfigurable
architecture are 100% hardware utilization and ultra
low-power. The architecture has regular structure,
simple control flow, high throughput and high
scalability. Thus, it is very suitable for
new-generation image compression systems, such as
JPEG-2000. The proposed reconfigurable DWT is a
reusable IP, which can be implemented in various
processes and combined with an efficient use of
hardware resources for the trade-offs of performance,
area, and power consumption.
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Table 1 Performance comparison among different
9/7 wavelet implementations for multiple images(l)
and decomposition levels(L).

1L AldB] B[dB] CldB]
1 4941 4935 6527
1 49.16 48.79 59.27
3 49.26 4848 5577
1 4957 49.48 66.01
2 49.25 49.07 60.01
213 4921 48.80 56.50
4 4921 4853 56.50
1 49.42 49.45 64.42
2 4911 48.92 58.41
S 3 49.06 48.72 54.90
4 49.06 4858 54.90
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Table 2 Comparison between previous works and
this work (9/7 DWT architecture with two input,

T, :addition time and K : filter length)

Architecture Performance
Multiplier : 4K
adder : 4K
Wu 8] Memory Size:
2005 N?/4+KN+K
(Dual-input) Computation Cycle:
~(2N?%/3)-T,,
Reconfigurable architecture: NO
adder : 19
Memory Size:
Martina [6] -
2007 Computation Cycle:

(Single-input) 6N(L—-2"Y)+2N2(1-2"2))).T,,

Reconfigurable architecture: YES

adder : 33

Memory Size:

2
This work N“+(25/2)N +14

Computation Cycle:
(23 +(19/2)N@-27Y)+(4/13)N2(1-272)).T,

(Single-input)

Reconfigurable architecture: YES

Lo § 2 L
X
o] § 2 H
Horizontal Vertical
Fig. 1. 1-level 2-D DWT
L(2i+1, j) B
Memory -
L(ZE\P mo:lu;e 3
o — L
x(.21) - HFLF (LL)LL
- (LL) ™ HL
[
X(,2j+1) —— ]
(LL)"™'LH
(LL)"HH

Fig. 2. The proposed reconfigurable architecture
for 9/7 and 5/3 2-D DWT based on lifting scheme
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Inputs of high-pass filter (HF)

] C
1 IS —
£ g oy
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YYVYY
vy Mux(d |
Y
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Fig. 3. The inputs architecture of horizontal filter YYVY Y VVY .
Mux(b) | [ Mux(a) Mox()
L(2i j) ’W
)| 95,5(0) Gor7 (0) L()r
0 _1/-S,
(R
£, T £/, (1) '
L(2i+1§) +0q,,(2) +00,(3)
H(2i+L]) _

Fig. 4. The inputs architecture of vertical filter Data Out 573 (H) | Data Out 917 (H)

Data Out 5/3 (LH) Data Out 9/7 (LH)
Data Out 5/3 (HH ) Data Out 9/7 (HH)

Fig. 8. The architecture of high-pass filter (HF)
| Inputs of HF in horizontal filter | nput
| Inputs of HF in vertical filter |
Hardwire |[ Hardwire |[ Hardwire |[ Hardwire |[ Hardwire |[ Hardwire
l l l l l l l l l l l l l Slhift Shift Shift Shift Shift Shift
A, A,a, Ad; Aa, Ad; Adg A A,
Fig. 5. The inputs architecture of high-pass filter (HF)
Inputs of LF in horizontal filter Fig. 10 The constant multiplier replaces conventional

multiplier (®) in processing elements (PES)

Inputs of LF in vertical filter

Wt

B.b, B,b, B/b; B,b, Bb, Bb, B,b, By B,b,

-
<

Fig. 6. The inputs architecture of low-pass filter (LF)
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Inputs of low-pass filter (LF)
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Mux(a) Mux(b) Mux(c)
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Sy Sy
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Mux(f)
Mux(d) Mux(e)
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) 4
D
Mux(k)
‘l 0/ S,

Data Out 5/3 (L) Data Out 9/7 (L) Mux(j)
Data Out 5/3 (LL) Data Out 9/7 (LL) ) . .
Data Out 5/3 (HL) Data Out9/7 (HL) Fig. 7. The architecture of multiplexers (Mux)

(a)~(f) for 1-D or 2-D DWT.
Fig. 9. The inputs architecture of low-pass filter (LF)
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Input —>| | | | |—Leve|1—> Output @) (b)
|
|

N/2 l Fig. 12 512 x 512 Lena (a) Original image (b)

Reconstructed image (9/7 DWT with 4-level)

Fig. 11. Line delay(LD) for Vertical filter in 2-D DWT

WM W M X W M0 4 W

(a) (b)
Fig. 13 512 x 512 Lena (a) Original image (b)
Reconstructed image (5/3 DWT with 4-level)
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Abstract: - Discrete cosine transform (DCT) and inverse DCT (IDCT) have been widely used in many image
processing systems. In this paper, a novel linear-array of DCT and IDCT is derived from the data flow of
subband decompositions representing the factorized coefficient matrices in the matrix formulation of the
recursive algorithm. For increasing the throughput as well as decreasing the hardware cost, the input and output
data are reordered. The proposed 8-point DCT/IDCT processor with four multipliers, simple adders, and less
registers and ROM storing the immediate results and coefficients, respectively, has been implemented on FPGA.
The linear-array DCT/IDCT processor with the computation complexity O(5N /8) and hardware complexity

O(N/2) is fully pipelined and scalable for variable length DCT/IDCT computations.
Key-Words: - DCT/IDCT, subband decomposition, linear-array, pipelined, scalable.

1 Introduction 2 Fast DCT/IDCT Algorithm

Discrete cosine transform (DCT) is one of the major For a N-point signal, x[n] , the discrete cosine
operations in various image/video compression  transform (DCT) [1] is defined as

standards [1]. Though fast Fourier transform (FFT) N-1 (2n+1)kr

can be used to implement DCT, it requires Clk] :a[k]z x[n]cos{—} (1)
complex-valued computations; and moreover, n=0 2N

N-point DCT by FFT contains O(log2N + 1) stages. where k=0,...,N -1, a[0] zl/m . and

The conventional DCT architectures using kK1=v2/N for k>0 . Let n d n
distributed arithmetic involve complex hardware alk] or k>0 . Let x[ ]. and x,[n]
denote the low-frequency and high-frequency

with a great number of registers [2-6]. Other . . )
commonlg/ used DCT architgctures [vvitg matrix subband signals of x[n], respectively, which are

formulation and distributed memory [7-8] are defined as
however not suited for VLSI implementation because e on+1 )
the hardware complex is proportional to the length of xn] 2{X[ N+ x(2n-+1]} @)
DCT, which leads to the scalability problem of 1
variable length DCT computations. In this paper, we ~ Xu[N] ZE{X[Z”]_ x[2n+1]} 3)
propose a nqvel Iinear—ar_ray architecture for scalable where n=041.2,.....(N/2)—1.
DCT/IDCT implementation. A he DCT of b

The remainder of this paper proceeds as follows. S o_ne can see, the of x[n] can be
In section 2, we propose the fast DCT/IDCT rewritten as

algorithm based on subband decomposition. In  cpk= (Nﬁ)ila[k]x[Zn]cos( (4n + Dk,
section 3, a programmable and reconfigurable -0 2N
FPGA-based implementation with low hardware cost . (Nﬁ)‘la[k]x[Zn + 1] cos( (4n + 3)k7r)
is proposed for the fast DCT/IDCT computation. The o 2N
performance comparison with conclusions can be (N/2)-1 on + 1)k
found in section 4. = 2Cos(m) D alk]x,[n] COS(%)

n=0

A (@)

The National Science Council of Taiwan, under Grant +2$in(2ﬂtl)(N§;[k]xH[n]sin((sz’r\ll)k”)
n=0

NSC98-2221-E-216-037, and the Chung Hua University, Taiwan,
under Grant CHU- NSC98-2221- E-216-037 supported this work.
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where C [k] and S, [k] are the subband DCT and
DST (discrete sine transform) of x[n], respectively.

2.1 Fast DCT Algorithm Based on Subband
Decomposition

Without loss of generality, the 8-point fast DCT
algorithm based on subband decomposition is
proposed for the widely used JPEG and MPEG-1/2
standards, which can be easily extended to variable
length DCT computations. The vector form of
8-point DCT can be written as

Cs = [TSB _DCT 8 TSB _DST ,8]8><8 L)((L } (5)
H lgx1

where Cg =[C[0]----C[7]]" , x_=[x[0]----x [3]]" ,

Xy =[x4[0] - x4 [3]]", and Tse pers and Tgg psrs

denote the 8x4 matrices of subband DCT and
subband DST, respectively, which can form
orthonormal bases for the two orthogonal subspaces
of RE.

The data flow of computing the 2-point subband
DCT: C_, , and subband DST: C,, , for the 8-point
DCT is shown in Fig. 1. As one can see, data flow of
computing Cy, , and C,,, can be obtained in a

similar way, and therefore is not shown in Fig. 1. All
of the 2-point subband DCT and DST are given by

XpiL
CLL,ZZFSB_DCT,Z TSB DST, 2]2><2 |: (6)
d2x1
XL |
CLH,ZZI.—I-SB_DCT,Z SB_DST, 2]2><2 { (7)
2><1
CHL,ZZD—SB_DCT,Z SB_DST, 2]2><2 |: (8)
XiH J24
Xph |
CHH,ZZ[TSB_DCT,Z SB_DST, 2]2><2 |: (9)
XHHH Ja
Thus, we have
CLL,2
C
LHYZ = R8 . X8 (10)
C
HL,2
Ci.2
where Xg =[X[0]----X[7]]" is the original signal,
and
1 1 1 1 1 1 1 1]
11 1 1 -1-1-1-1
11 -1-11 1 -1 -1 (11)
Rﬁ_ﬁ 1 1 -1 -1-1-11 1
"8 l1 11 -11 -11 -1
1 -1 1 -1-11 -1 1
1 -1-11 1 -1-11
1 -1 -1 1 -1 1 1 -1
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Similarly, we have the following

X2
CLa=[Tss bcra Tse_bst.alaa: (12)
4x1

XiH,2

XyL 2
Cha=I[Tss pcra Tse_pstalaa (13)
4

XHH 2
Fig. 2 depicts the relationship between éLL,4 and
C.L.» which can be obtained by the following:

~

Cia=Tss peraXie (14)
Cuo=To X (15)
where T, is the 2x2 transform matrix of

the conventional 2-point DCT. Hence,
equatlon (14) can be rewritten as

CLL 4 _TSB DCT ,4 T . CLL,Z (16)

The relationship between SALH4 and C.,
shown in Fig. 3 is based on the following.

Stha=Tss psta Xin.2 (17)
Civ2=T Xin, (18)
Thus, we have

SLH,4 :TSB_DST,4 'Tz_l'CLH,z (19)
Similarly, based on equation (5) and the
following equations:

CLa=T, XL4 (20)
Cha=Ti Xy (21)

where T, is the 4x4 transform matrix of the
conventional 4-point DCT. We have
CLe=Tss pers Xia

_ -1
_TSB_DCT,8 'T4 ‘CL,4

Chs=Tss psts Xna

ZTSB_DST,8'T4_1'CH,4

Fig.4 depicts data flow of computing C_, and
Cy 4 using 4-point subband DCT and DST. Fig. 5
depicts data flow of computing CA:L’S and C_, based
on subband decomposition. Data flow of computing
§H,8 and C,, , based on subband decomposition is

shown in Fig. 6. Data flow of computing C, using
8-point subband DCT and DST is shown in Fig. 7. In
other words, C,; can be obtained by

Ce

(22)

(23)

A

=Cy g+ S, (24)

Base on egs. (12), (13), (16), (19), (22) and (23),
we have
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C8 = FB '[CLL,ZT CLH,ZT CHL,ZT CHH,ZT ]T (25)
where
F,g — K K4]8x8 [Kl K2]4x4 O j| (26)
0 [Kl K2]4><4 848
1.4142
1.3066 (27)
~0.5412
_|05412 (28)
1.4142
3066
[1.412 0 0
0 13870 0 0
0 0 13066 0
|0 o 0 11759 (29)
1o 0 0 0
0 0 0  -07857
0 0 -05412 0
| 0 -02759 0 0 |
0 0 0 0
02549 0  —0.1056 0
0 0.5 0 -0.2071
K _|0:8007 0 0.7259 0 (30)
‘71 0 05412 0 1.3066
04500 0 1.0864 0
0 12071 0 -05
12815 0  -0.5308 0
According to equations (27) ~ (30), we have
2 0 0 0 0 0 0 O
0 18123 07507 0 03605 0 0 —01493
0 0 0 18478 0 076540 O
0 —06364 15364 0 04252 0 0 10266 (31)

o o 0o 0 0 0 2 O

0 04252 -10266 0O 06364 0 O 15364
0 0 0 07654 0 184780 O
10 -03605-01493 0 18123 0 0 -07507

Finally, the proposed 8-point DCT computation
based on subband decomposition is as follows:

Co=Fy-Rg-Xg (32)
where
10 0 0 0 0 0 0
01 0 0 0 0 0 0 (33)
0 0 09239 03827 0 0 0 0
E 2. 0 0 -0.3827 09239 0 0 0 0
s 00 0 0 09062 03754 0.1802 —0.0746
00 0 0 -01802 —-0.0746 0.9062 —0.3754
00 0 0 -03182 07682 02126 05133
100 0 0 02126 -05133 03182 0.7682 |
Fig. 8 shows block diagram of the proposed DCT
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computation; one of the advantages is that R, is

orthogonal, and all of the sub-matrices of F, are
orthonormal.

2.2 Fast IDCT Algorithm Based on Subband
Decomposition
According to eq. (31), IDCT can be obtained

by

Xg=Rg ' -Fy -Cy (34)
where
1 1 1 1 1 1 1 17
11 1 1 -1 -1 -1 -1
11 -1 -1 1 1 -1 -1 (35)
L, 8]1 1 -1 -1 -1-11 1
R, '=—
J2/11 .11 -1 1 -1 1 -1
1 -1 -1 -1 1 -1 1
1 -1-11 1 1 -1 -1
1 -1 -1 1 -1 1 1 -1
10 0 0 0 0 0 0 ]
01 0 0 0 0 0 0 (36)
0 0 09239 -0.3827 0 0 0 0
A,l_l' 0 0 03827 09239 0 0 0 0
8 _E 00 0 0 09062 -0.1802 -0.3182 0.2126
00 0 0 03754 03754 0.7682 -0.5133
00 0 0 01802 0.1802 02126 03182
100 0 0 —-00746 -00746 05133 0.7682 |

As Rg is orthogonal and all of the sub-matrices of

F, are orthonormal, the inverse of Ry and F; can

be obtained easily. In addition, it takes only twenty
multiplication operations for both DCT and IDCT.

3 A Linear Array for DCT and IDCT

Based on the proposed approach to fast DCT
computation shown in Fig. 8, an efficient architecture
for implementing the fast DCT/IDCT processor is
thus presented in this section. Recall that the DCT of
a signal, X3 , can be efficiently obtained by

Co=F; Ry Xg -
C8=|58-y8. The matrix-vector multiplication of
Rg - Xg, in which six CSA(3,2)s (carry-save-adder

(3,2)) and one CLA (carry-look-ahead-adder) [9-10]
are utilized, and therefore four simple-addition time
and one CLA computation time is required to

compute each element of y,. The multiplier-array

(MA) consisted of four multipliers and the
CLA-array (CA) consisted of eight CLAs,
respectively, which are used to compute the

matrix-vector computation of If8 - ¥g; thus, only one
multiplication time with one CLA computation time

Let ys=R;-X;, then we have
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is needed to compute each element of Cg, i.e. the

DCT coefficient. Fig. 12 depicts data flow of the
proposed fast DCT processor with pipelined
linear-array architecture [11]. As a result, only five
multiplication cycles with five addition cycles are
needed to compute 8-point DCT. In general, for
N-point DCT, the computation time and hardware
complexity of the proposed fast DCT processor are
O(BN /8) and O(N/2), respectively.

Figure 13 shows data flow of the proposed fast
IDCT algorithm [11], where Cg is the DCT of an

8-point signal X,; z,=F; *-Cq, and X, =Ry *-7, .
The so-called full-CSA(4,2) (FCSA(4,2)) consisted
of two CSA(3,2) and one CLA for the computation of
Z, [21-22]. It is noted that the CLA-array consisted

of eight CLAs can also be used for the computation of
Xg. As shown in Fig. 13, only five multiplication

cycles with three addition cycles are needed to
compute 8-point IDCT. As one can see, the
computation time and hardware complexity of the
proposed fast IDCT architecture are the same as that
of the proposed fast DCT architecture. In addition,
only 16-word RAM/registers and 10-word ROM are
required to store the intermediate results and
constants, respectively; and the latency time is only
5-multiplication-cycle.

Fig. 15 shows system block diagram of the
proposed fast DCT/IDCT architecture. The platform
for architecture development and verification has
been designed as well as implemented in order to
evaluate the development cost. It is noted that the
throughput can be improved by using the proposed
architecture while the computation accuracy is the
same as that obtained by using the conventional one
with the same word length. Thus, the proposed
programmable DCT/IDCT architecture is able to
improve the power consumption and computation
speed significantly. The proposed DCT/IDCT
processor used to compute 8/16/32/64 -point
DCT/IDCT are composed mainly of the 8-point
DCT/IDCT core; the computation complexity using a
single 8-point DCT/IDCT core is O(5N/8) for

extending N-point DCT/ IDCT computation.
Moreover, the reusable intellectual property (IP)
DCT/IDCT core has also been implemented in
Matlab® for functional simulations. The hardware
code written in Verilog® is running on a workstation
with the ModelSim® simulation tool and Xilinx® ISE
smart compiler.

4 Conclusion
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By taking advantage of subband decomposition, a
high-efficiency architecture with pipelined structures
is proposed for fast DCT/IDCT computation.
Specifically, the proposed DCT/IDCT architecture
not only improves throughput by more than two
times that of the conventional architectures [2-6], but
also saves memory space significantly [1]. Table 1
shows comparisons between the proposed
architecture and the conventional architectures [2-6].
Table 2 shows comparisons with other commonly
used architectures [1], [7-8]. In addition, the
proposed fast DCT/IDCT architecture is highly
regular, scalable, and flexible. The DCT/IDCT
processor designed by using the portable and
reusable Verilog® is a reusable IP, which can be
implemented in various processes; combined with
efficient use of hardware resources for trade-offs of
performance, area and power consumption; and
therefore is much suited to the JPEG and MPEG-1/2
applications.
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DCT/IDCT architecture
The parallel This work
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[2]-[6]
Processors 8 --
Real-multipliers 16 4
Real-Adders 18 26
RAM (Registers) 64 16
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Table 2 Comparisons of the proposed architecture
and other commonly used architectures

X

8-point Hsiao [7] Hsiao [8] Shieh, Sung,
DCT/IDCT Hsin, 2010
Real-multipliers - - 4
CORDIC - 3 -
Real-adders 10 14 26
Complex-Multipli 3 -
ers
Delay elements 171 - -
(Words)
Hardware O(logN) O(logN) O(N/2)
complexity
Computation O(NlogN) | O(NlogN) O(5N /8)
complexity
Pipelinability no yes yes
Scalability good good better
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8-point
SB_DCT

|

LL.2 4-points |
SB_DCT

|

|

SB_DST

|

_ |
4-points |
|

Fig. 5 Data flow of computing C_, and c_, based
on subband decomposition

M4-pointDCT ~ _ "1 | . P
| HL.2 4-points CHLA |
I SB_DCT
|
| |
Xyl M, Co
| |
| |
| 4-points |
SB_DST a
| X 2 B SHH_A |
L e = [ |
8-point
—
SB_DST S.s

Fig. 6 Data flow of computing §, , and C,, , based
on subband decomposition

X4 C

8-points

e SB_DCT
Xy—> Mg C,

8-points

SB_DST
XHA SH‘g

Fig. 7 Data flow of computing C, using 8-point
subband DCT and DST

R R

o000

Xy —»C

Fig. 8 Block diagram of the proposed (8-point) fast
DCT algorithm based on subband decomposition

Cycles FA MA CA
Add. 1 | YOl C[0]
Add. 2 | vy chy
Add. 3 | Y[2] -

Mul. 1 | Y3 y[2]-0.9239 , y[2]-(-0.3827)
y[3]-0.3827, y[3]- (0.9239)
Add. 4 | YI4] - C[2]. C[3]
Mul. 2 | VI8 y[4]-0.9062 , y[4]-(-0.1802) ,
y[4]-(~0.3182) , y[4]-0.2126
Mul. 3 | V6] y[5]-0.3754, y[5]- (-0.0746) ,
y[5]-0.7682, y[5]-0.5133
Mul. 4 | YI7] y[6]-0.1802 , y[6]-0.9062 ,
y[6]-0.2126 , y[6]-0.3182
Mul. 5 y[7]-(-0.0746) , y[7]-(-0.3754) ,
y[7]-0.5133, y[7]-0.7682
Add. 5 C[4], C[5],
Cl6]. Cl[7]

Fig.9 Data flow of the proposed fast DCT processor with
pipelined linear-array architecture (Add._: addition-cycle,
Mul._: multiplication-cycle)

Cycles MA FCSA CA
Mul. 1 | C[2]-0.9239,C[3]-(-0.3827) | 2z[0], z[1]
- C[2]-0.3827 , C[3]-0.92393

Mul. 2 | CI[4]-0.9062,C[5]-(-0.1802), | z[2],Z[3] C 0+C 1
C[6]-(~0.3182) , C[7]-0.2126 -C 01

Mul. 3 | CI4]-03754 C[5]-0.3754, 2[4] C 01+C_2
- C[6]-0.7682 , C[7] - (~0.5133) —c 02

Mul. 4 | CI4]-(-0.3182),C[5].0.7682, |  z[5] C_02+C_3
C[6]-0.2126 , C[7]-0.5144 -C 03

Mul. 5 | C[4-0.2126,C[5]-(-05133), | (6] C_03+C 4
C[6]-0.3182, C[7]-0.7682 -C 04

Add. 1 7[7] C_04+C 5
=C 05

Add. 2 C_05+C_6
=C 06

Add. 3 C_06+C_7
=C_07

x[0] , x[1],

x[2], x[3],

x[4] , x[5],

x[6] , x[7]

Fig. 10 Data flow of the proposed fast IDCT processor
with pipelined linear-array architecture

C[n]
(1DCT) -
v
DCT
E(I.E)ngT)_» FA > MA 4’@?“" resa@) O cA ::E([n])
T (IDCT)

Fig. 11 System block diagram of the proposed
DCT/IDCT architecture
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